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In the previous chapter we installed the ICP Controller in a PCI computer and connected the
SCSI devices. Now these SCSI devices must be prepared in order to run with your operating
system. This Quick-Setup chapter should help you to get started quickly. Quick-Setup
shows four examples on how a single SCSI hard disk, a Mirroring Array Drive (RAID 1), a
RAID 5 Array Drive and a RAID 5 Array Drive with a Hot Fix drive are installed:

Example 1: Installing a single SCSI hard disk.

Example 2: Installing a Mirroring Array Drive (RAID 1), consisting of two
SCSI hard disks.

Example 3: Installing a RAID 5 Array Drive, consisting of five identical
SCSI hard disks.

Example 4: Installing a RAID 5 Array Drive, consisting of four identical
SCSI hard disks, and adding one Hot Fix SCSI hard disk.

Examples 3 and 4 are not applicable to ICP Controllers without the RAIDYNE firmware.
Even if you cannot practically carry out all the examples yourself, we suggest reading them
all the same because they will give you a better understanding of how the controllers of the
GDT RP Series work. The following table tells you which examples are applicable to your
type of ICP Controller.
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With examples 3 and 4 we shall briefly repeat the installation of the ICP Controller and the
SCSI devices, in particular with regard to disk arrays.
Some essential issues having direct impact on the structure and configuration of an Array
Drive with RAIDYNE will also be discussed:
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1. How many physical SCSI hard disks are to be integrated in the Array Drive ?

2. Which redundancy level ought to be achieved ?

3. Should RAIDYNE automatically recover redundancy in the event of a disk
failure ? Or, in other terms: Are Hot Fix drives needed ?

Before we go through these examples step by step, we would like to explain a few terms and
relations important for the basic understanding of the ICP Controller firmware. At the end of
example 4, we will try to answer the three questions above.

&����:KDW�LV�WKH�,&3�&RQWUROOHU�)LUPZDUH�"
We refer to firmware as the operating system which controls the ICP Controller with all its
functions and capabilities. The firmware exclusively runs on the ICP Controller and is stored
in the Flash-RAM on the ICP Controller PCB. The controlling function is entirely independ-
ent of the PCI computer and the host operating system installed (for example UNIX), and
does not "drain" any computing power or time from the PCI computer. According to the
performance requirements needed, the ICP Controllers are available with two firmware vari-
ants. The firmware is either already installed on the controller upon delivery, or can be
added as an upgrade: RAIDYNE upgrade.

�� Standard Firmware (installed on the GDT61xyRP controllers).
In addition to simple controlling functions regarding SCSI hard disks or removable
hard disks, this version allows disk chaining (several drives can be linked in order to
form a single "large" drive), and the configuration of Array Drives of the types data
striping (RAID 0) and disk mirroring or duplexing (RAID 1).

�� RAIDYNE Firmware (installed on the GDT65xyRP controllers). In addition to disk
chaining, RAID 0 and RAID 1, RAIDYNE allows you to install and control Array
Drives of the types RAID 4 (data striping with dedicated parity drive), RAID 5 (data
striping with distributed parity) and RAID10 (a combination between RAID 0 and 1)

RAIDYNE is the name of the ICP disk-array operating system for the ICP Controllers. Unlike
pure software solutions, RAIDYNE is totally independent of the host operating system, and
can therefore be accessed under MS-DOS, Windows, OS/2, SCO-UNIX, Interactive UNIX,
Novell NetWare, etc.. Special RAID drivers are not needed. The integration of a RAID Disk
Array into the host operating system is carried out with the same drivers used for the inte-
gration of a single SCSI hard disk. All ICP Controllers are equipped with a hardware which is
particularly well suited for disk arrays. RAIDYNE uses this hardware with extreme efficiency
and therefore allows you to configure disk arrays that do not load the host computer
(whereas all software-based RAID solutions more or less reduce the overall performance of
the host computer.).

The basic concept of the RAIDYNE is strictly modular, and consequently, in
its functioning it appears to the user as a unit construction system.
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According to the adjusted stripe size (e.g., 16 KB) and the number of hard disks, the data
blocks are split into
stripes. Each stripe is
stored on a separate
hard disk. Especially
with sequential read
and write operations,
we can observe a sig-
nificant improvement
of the data through-
put. RAID 0 includes
no redundancy at all,
i.e., when one hard
disk fails, all data is
lost.

5$,'�����'LVN�0LUURULQJ�'LVN�'XSOH[LQJ

All data is stored twice on
two identical hard disks.
When one hard disk fails,
all data are immediately
available on the other
without any impact on
the performance and data
integrity.
We talk about "Disk Mir-
roring" when two hard
disks are mirrored on one
SCSI channel. If each
hard disk is connected

with a separate SCSI
channel, this is called
"Disk Duplexing"
(additional security).
RAID 1 represents an easy
and highly efficient solu-
tion for data security and
system availability. It is
especially suitable for
installations which are
not too large (the capacity
available is only half of
the installed capacity).
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RAID 4 works in the same way as RAID 0. The data are striped amongst the hard disks. Addi-
tionally, the controller
calculates redundancy
data (parity information)
which are stored on a
separate hard disk (P1,
P2, ...). Even when one
hard disk fails, all data
are still fully available.
The missing data is re-
calculated from the data
still available and the
parity information. Un-
like in RAID 1, only the
capacity of one hard disk
is needed for the redundancy. If we consider, for example, a RAID 4 disk array with 5 hard
disks, 80% of the installed hard disk capacity is available as user capacity, only 20% is used
for redundancy. In situations with many small data blocks, the parity hard disk becomes a
throughput bottle-neck. With large data blocks, RAID 4 shows significantly improved per-
formance.

5$,'�����'DWD�6WULSLQJ�ZLWK�6WULSHG�3DULW\

Unlike RAID 4, the parity data in a RAID 5 disk array are striped in all hard disks. The RAID 5
disk array delivers a balanced throughput. Even with small data blocks, which are very likely
in a multi-tasking and
multi-user environ-
ment, the response
time is very good. RAID
5 offers the same level
of security as RAID 4.
When one hard disk
fails, all data are still
fully available, the
missing data are recal-
culated from the data
still available and the
parity information.
RAID 4 and RAID 5 are
particularly suitable for
systems with medium to large capacity requirements, due to their efficient ratio of the in-
stalled and actually available capacity.
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The idea behind RAID
10 is simply based on
the combination of
RAID 0 (Performance)
and RAID 1 (Data Secu-
rity). Unlike RAID 4 and
RAID 5, there is no
need to calculate parity
information. RAID 10
disk arrays offer good
performance and data
security. As in RAID 0,
optimum performance
is achieved in highly
sequential load situa-
tions. Identical to RAID
1, 50% of the installed
capacity is lost for re-
dundancy.
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Any installation or maintenance procedures regarding the ICP Controller are carried out
with the configuration program GDTSETUP. The monitoring program GDTMON allows a
continuous monitoring and maintenance of the ICP Controller and the connected disk ar-
rays. The GDTMON utility also includes options to replace a defective drive with a new one
(Hot Plug) and is available for most of the operating systems supported by the ICP Con-
trollers. GDTSETUP allows you to set up single disks or complex disk arrays with simple and
user-friendly installation procedures. Little previous knowledge is needed to be able to use
GDTSETUP efficiently. It is only necessary to understand the hierarchy levels in the ICP Con-
troller firmware (which are the same for both firmware versions: Standard and RAIDYNE).
For the user's convenience the GDTSETUP program is available in two different variants:

�� GDTSETUP loaded from the ICP Controller's Flash-RAM after switching on the computer
�� GDTSETUP loaded from disk under MS-DOS.

The header of the GDTSETUP program indicates with a letter after the version number
whether GDTSETUP was loaded from disk or from Flash-RAM:

"R" for GDTSETUP loaded from the Flash-RAM after switching on the computer
"D" for GDTSETUP loaded from Disk, i.e., under MS-DOS.

Loading GDTSETUP with <CTRL><G> from the Flash-RAM is very comfortable since no op-
erating system is required to carry out the configuration and setup works.

On the other side, loading GDTSETUP from disk (i.e., under MS-DOS) becomes necessary
for tasks like partitioning or enabling a totally disabled GDT BIOS (which includes
GDTSETUP).
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Whenever you load GDTSETUP and select the desired ICP Controller, it comes up in its
EXPRESS Setup mode. This mode does not require any previous knowledge. If you choose
this function, GDTSETUP carries out the complete installation entirely on its own, providing
you for example with a fully operational RAID 5 Array Drive with optimized settings (for in-
stance, with all SCSI features of a given drive activated).

After selecting Configure Host Drives, select Create new Host Drive.
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GDTSETUP scans the system for "free" hard disks (i.e., drives which are not yet part of other
Host Drives). Use the <SPACE>-bar to select the desired hard disks (they are marked with
an "*"). On the right side GDTSETUP offers highlighted the possible configurations with
these drives.

Pressing <ENTER> ends the selection.
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After choosing a configuration type for an Array Drive, GDTSETUP displays a security re-
quest.

After the confirmation, the Host Drive is automatically built up and configured.

After leaving GDTSETUP the parity information is generated.
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For chapter C, we do not use this function, but give detailed instructions on how to set up a
single disk and disk arrays with GDTSETUP and its Enhanced Setup.

&����/HYHOV�RI�+LHUDUFK\�:LWKLQ�WKH�*'7�)LUPZDUH
Both GDT firmware versions (Standard and RAIDYNE) are based on four fundamental levels
of hierarchy. Each level has its "own drives" ( = components). The basic rule is:

To build up a “drive“ on a given level of hierarchy, the “drives“ of the next lower level
of hierarchy are used as components.

/HYHO���
Physical Drives = hard disks, removable hard disks, some MO drives (1) are located on the
lowest level. They are the basic components of all "drive constructions" you can set up.
However, before they can be used by the firmware, these hard disks must be "prepared", a
procedure we call initialization. During this initialization each hard disk receives information
which allows a univocal identification even if the SCSI-ID or the controller is changed. For
reasons of data coherency, this information is extremely important for any drive construc-
tion consisting of more than one physical drive.

/HYHO���
On the next higher level are the Logical Drives. Logical Drives are introduced to obtain full
independence of the physical coordinates of a physical device. This is necessary to easily
change the whole ICP Controller and the channels, IDs, without loosing the data and the
information on a specific disk array.

/HYHO���
On this level of hierarchy, the firmware forms the Array Drives. Depending on the firmware
installed, this can be

�� Single Disks (one hard disk, some vendors call it JBOD - Just A Bunch Of Drives)
�� Chaining Sets (concatenation of several hard disks)
�� RAID 0 Array Drives
�� RAID 1 Array Drives, RAID 1 Array Drives plus hot fix drive
�� RAID 4 Array Drives, RAID 4 Array Drives plus hot fix drive
�� RAID 5 Array Drives, RAID 5 Array Drives plus hot fix drive
�� RAID 10 Array Drives, RAID 10 Array Drives plus hot fix drive

/HYHO���
On the highest level of hierarchy, the firmware forms the Host Drives. In the end, only these
Host Drives can be accessed by the host operating system of the computer. Drives C, D, etc.
under MS-DOS, OS/2, etc. are always referred to as Host Drives by the firmware. The same
applies to NetWare- and UNIX-drives. The firmware automatically transforms each newly
installed Logical Drive and Array Drive into a Host Drive. This Host Drive is then assigned a
Host Drive number which is identical to its Logical Drive or Array Drive number.
The firmware is capable of running several Host Drives of the most various kinds at the
same time. An example for MS-DOS: drive C is a RAID 5 type Host Drive (consisting of 5
SCSI hard disks), drive D is a single hard disk, and drive E is a CD-ROM communicating with
RAIDYNE through corelSCSI and the GDT ASPI manager.
On this level the user may split an existing Array Drive into several Host Drives.

                                          
(1) Also see section C.5.
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After a capacity expansion of a given Array Drive the added capacity appears as a new Host
Drive on this level. It can be either used as a separate Host Drive, or merged with the first
Host Drive of the Array Drive.

Within GDTSETUP, each level of hierarchy has its own special menu:

/HYHO�� Ö Menu: Configure Physical Devices
/HYHO�� Ö Menu: Configure Logical Drives
/HYHO�� Ö Menu: Configure Array Drives
/HYHO�� Ö Menu: Configure Host Drives

Generally, each installation procedure passes through these 4 menus, starting with level 1.

Therefore:

�� First initialize the Physical Drives.

�� Then configure the Logical Drives.

�� Then configure the Array Drives (e.g. Array Drives with RAID 0, 1, 4, 5
and 10).

�� Finally, configure the Host Drives.

&����8VLQJ�&'�520V��'$7V��7DSHV��HWF�
A SCSI device that is not a SCSI hard disk or a removable hard disk, or that does not behave
like one, is called a Not Direct Access Device.
Such a device is not configured with GDTSETUP and does not form a Logical or Host
Drive. SCSI devices of this kind are either operated through the ASPI interface (Advanced
SCSI programming Interface) (MS-DOS, Windows, Novell NetWare or OS/2), or are directly
accessed from the operating system (UNIX, Windows NT). For more information on how to
use these devices, please refer to the corresponding chapters of this manual. Note: hard
disks and removable hard disks are called Direct Access Devices. However, there are some Not
Direct Access Devices, for instance certain MO drives, which can be operated just like remov-
able hard disks if they have been appropriately configured before (for example by changing
their jumper setting).

But enough on the dry theory. Now here are the examples which explain step by step
all the necessary basics for setting up Host Drives with your ICP Controller

&����([DPSOH�����,QVWDOOLQJ�D�6LQJOH�6&6,�+DUG�'LVN
This example is applicable to all ICP Controllers.
We presume that the controller and the SCSI hard disks have been installed properly.

6WHS����/RDGLQJ�*'76(783
You can load GDTSETUP in two ways:

1.� Press the <CTRL><G> key combination when the GDT BIOS message comes up (shortly
after switching on the computer) and load GDTSETUP from the Flash-RAM of the ICP
Controller. In this case no operating system is required.



��
&KDSWHU�&���*'7�8VHU
V�0DQXDO

If GDTSETUP was loaded this way, there is an "R" (ROM) behind the version number.

2.� Load GDTSETUP from disk under MS-DOS. Boot the MS-DOS-operating system (either
from a boot-floppy or from an already existing boot drive, i.e., IDE-hard disk etc.). In or-
der for GDTSETUP to work properly, you have to load the device driver GDTX000 first.
This can be done in two ways:

a.) Load GDTX000 from the DOS-command level by typing in GDTX000<ENTER>
b.) Load GDTX000 automatically through the CONFIG.SYS file (DEVICE=GDTX000.EXE)

Note: GDTSETUP.EXE as well as GDTX000.EXE are on the System Disk - DOS.

If GDTSETUP was loaded this way, there is a "D" (Disk) behind the version number.

You may now ask what are the differences between the two GDTSETUP variants ?
They are small. The GDTSETUP variant loadable from disk under MS-DOS also additionally
allows the partitioning of Host Drives, which is not possible with GDTSETUP loaded from
the Flash-RAM. Loading GDTSETUP from the Flash-RAM is pretty easy, since there is noth-
ing more required to configure the disk arrays. User's, who have for instance, an NT installa-
tion without a DOS partition, will highly appreciate this Flash-RAM-resident GDTSETUP.

For our example, it is not relevant whether we load GDTSETUP from the Flash-RAM, or from
disk.

Now load GDTSETUP. The first menu asks you to select the desired ICP Controller. In our
example, there is only one ICP Controller installed in the system. Therefore, simply press
<ENTER> and then <F2> to select the Advanced Setup.
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The main menu gives you the following options. As mentioned before, we have to go
through levels 1 to 4 to install the SCSI hard disk (with almost nothing to do on levels 3 and
4).

6WHS����&RQILJXUH�3K\VLFDO�'HYLFHV
Now activate the menu Configure Physical Devices (level 1). A list appears showing all hard
disks found on the ICP Controller’s SCSI channels. If you have a ICP Controller with a differ-
ent number of SCSI channels, the existing SCSI channels are displayed. Note: This screen
will always report all devices that are found to be connected to SCSI-cables, even though
GDTSETUP only allows you to work on Direct Access Devices (and therefore not on tape drives,
DATs, CD ROMs etc.).

The screen shows you:

�� the channel to which a SCSI device is connected
�� which SCSI-ID the drive has (the entry SCSI I/O Processor stands for the corresponding

SCSI channel of the ICP Controller. It has the default setting ID 7, as explained in chapter
B)

�� the initialization status
�� the SCSI names of the drives
�� the Read-Write-Status. [RW] = Read + Write
�� the gross capacity
�� membership in a Logical, Array or Host Drive

Use the cursor keys n and p to select the drive you wish to initialize. We take the first drive
of channel A in the list. With this drive selected, press <ENTER>.

/HYHO��
/HYHO��
/HYHO��
/HYHO��
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(Note: On Channel B, SCSI ID 0, is a drive which has been already initialized before. This is
not relevant for our examples).

The Configure Disk menu appears which shows various options.
For our example we choose the Initialize Disk menu option and press <ENTER>.
The parameters within this menu can be changed by pressing <ENTER> and selecting the
new setting.
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1. Sync. Transfer: Enable
The SCSI-bus allows an asynchronous and a synchronous transfer. Every SCSI device must
be able to perform the first type of transfer, the second one is optional. The advantage of
the synchronous transfer lies in a higher data transfer rate as the signal transfer times on
the possibly long SCSI-cable have no influence on the transfer rate anymore. Two SCSI-bus
participants wanting to exchange data between each other have to check if and how (i.e.,
with which parameters) a synchronous data transfer between them is possible. Therefore,
the mere setting does not automatically enable synchronous data transfer; this mode is
only effective if both devices support it and after they have checked their capability of com-
municating with each other in this mode.

2. Sync. Transfer Rate
The maximum synchronous transfer rate can be limited. This limitation may become neces-
sary if a particular SCSI cabling does not allow the maximum rate the drive and the con-
troller could achieve. In our example, we leave the rate at 20.0 MB/s (for Wide SCSI at 20.0
MB/s and Wide & Ultra SCSI at 40.0 MB/s).
Note: In order to select a transfer rate above 10.0 MB/s the Protocol has to be set to SCSI-III.

3. Disconnect: Enable
The concept of the SCSI-bus allows several participants (8 IDs with 8 LUNs each). All these
participants should be able to use the bus in a manner that causes the least reciprocal dis-
turbance or obstruction. A participant should therefore vacate the bus if he does not need
it. For reasons of performance, it is particularly important to guarantee a high degree of
overlapping of the actions on the SCSI-bus. This high degree of overlapping can be achieved
if a SCSI device is allowed to disconnect, thus leaving the bus to be used by other partici-
pants. If there is only one SCSI device connected to the SCSI-bus, Disconnect should be dis-
abled.

4. Protocol
This can be either SCSI-II or SCSI-III.
If you select SCSI-III make sure, that your hard disk supports this protocol. Most new multi-
GB hard disks support SCSI-III. To enable Ultra (FAST-20) transfer rates (Narrow: 20 MB/s;
Wide: 40 MB/s) SCSI-III protocol is required.

5. Disk Read Cache / Disk Write Cache / Tagged Queues
If a drive supports particular SCSI features you enable them (On).
Note: Most of the modern drives support disk caching (read and write). Some do not sup-
port Tagged Queues.

Press <ESC> to leave the Initialize Disk menu.
GDTSETUP displays a warning on the destruction of all data. This implies two different
evaluations, according to the drive’s current state and the options you have selected:

1.� First Initialization of the SCSI Device.
In this case the warning must be taken seriously. If the drive was previously connected to
a different controller (e.g., NCR etc.) and still contains data, this data will be lost now.

2.� The SCSI Device was already initialized.
If only internal parameters, such as Disconnect, Synchronous Transfer and SCSI-II op-
tions have been changed, the data on the drive remains intact. Only the function state of
the device is changed.
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Press <Y> and we are back on the main screen of level 1 and see that the initialization-
status of the SCSI device has changed.

6WHS����&RQILJXUH�/RJLFDO�'ULYHV
We now leave level 1 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys n and p select Configure Logical Drives and go to level 2 by pressing
<ENTER>.
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The main screen of level 2 appears. Move the selection bar to Create new Logical Drive and
press <ENTER> .

Note: The already existing Logical Drive in this list has no relevance for our example.
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Select the initialized hard disk with the <SPACE>-bar (it becomes marked with an "*") and
press <ENTER>.

For security reasons, you will be asked again if you want to use the selected disk to create a
Logical Drive.
As we are sure of our choice, we confirm with <Yes>. GDTSETUP allows you to limit the
hard disk size for this Logical Drive. This becomes interesting when you configure disk ar-
rays. For this example we use the full capacity and press <ENTER> .
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The dialog box is closed and we are back in the main menu of level 2.

As you can see, we have already created a new Logical Drive of the type Disk. The name of
the Logical Drive is assigned automatically and contains the channel description and the
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SCSI-ID after the "_" . This can serve as a reminder when you install a complex system with
many drives. (Naturally, you may change the name.)
This concludes the installation on level 2. Now press the <ESC>-key to leave this screen.

Since we have only a single disk assigned to a Logical Drive, there is nothing to do in the
Configure Array Drives menu, thus we go directly to the Configure Host Drives menu and have no
Step 4.

6WHS����&RQILJXUH�+RVW�'ULYHV
We are now back in the main menu of GDTSETUP and select Configure Host Drive.
The main screen of level 4 appears. Press <ENTER> . A list of available Host Drives is dis-
played. Again, the first entry is not relevant for our example.
At position 1 we find our previously configured Logical Drive. It was automatically trans-
formed into a Host Drive, thus for this example we have nothing to do in this menu.

Press <ENTER> to get a list of possible menu options.
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We should not forget to mention, that if you would have selected Create new Host Drive, this
would have lead you to the same menu as the Express Setup mode.
But this example is an exercise which should help you to gain a better understanding of
how the ICP Controller and GDTSETUP work. So don't believe we let you do redundant
homework.
By the way, if you have loaded GDTSETUP from the Flash-RAM (<CTRL><G>) the Partition
Drive option will be missing in this menu. The reason is that partitioning makes no sense
when there is not an operating system loaded and the INT13H extension of the ICP Con-
troller has not yet been activated.

6WHS����/HDYLQJ�*'76(783
We are now back in the main menu of GDTSETUP. The installation is completed, and we
therefore leave GDTSETUP by pressing the <ESC>-key. The following message appears:



��
&KDSWHU�&���*'7�8VHU
V�0DQXDO

As we are done with the installation and therefore definitely want to leave GDTSETUP, we
press any key.

IMPORTANT: Always end GDTSETUP by leaving the program in the regular way (do
not warm-boot with CTRL-ALT-DEL or cold boot by pressing the RESET button). Cer-
tain information is only transferred to the controller when you leave GDTSETUP in
the regular way.

The Host Drive we have configured in this example is now ready for the installation of the
desired operating system.
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This example is applicable to all ICP Controllers.
It is our intention to install a Mirroring Array consisting of two identical hard disks. In the
classical terminology of the RAID levels this is called a RAID 1 disk array.
We presume that the controller and the SCSI hard disks have been properly installed. Step
1 of the installation is the same as in the first example, therefore we do not explain it again.
Step 2 regards the initialization of the second SCSI device. Proceed as described in the first
example.

6WHS����&RQILJXUH�/RJLFDO�'ULYHV
We now leave level 1 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys n and p select Configure Logical Drives and go to level 2 by pressing
<ENTER>.

The main screen of level 2 appears. Move the selection bar to Create new Logical Drive and
press <ENTER> .
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Note: The already existing Logical Drive in the first position of this list has no relevance for
our example. The second entry was created before.

Select the initialized hard disk with the <SPACE>-bar (it becomes marked with an "*") and
press <ENTER>.
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For security reasons, you will be asked again if you want to use the selected disk to create a
Logical Drive.
As we are sure of our choice, we confirm with <Yes>. GDTSETUP allows you to limit the
hard disk size for this Logical Drive. This becomes interesting when you configure disk ar-
rays. For this example we use the full capacity and press <ENTER> .

The dialog box is closed and we are back in the main menu of level 2.
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As you can see, we have created another Logical Drive of the type Disk. The name of the
Logical Drive is assigned automatically and contains the channel description and the SCSI-
ID after the "_" . This can serve as a reminder when you install a complex system with many
drives. (Naturally, you may change the name.)
This concludes the installation on level 2. Now press the <ESC>-key to leave this screen.

In the next step it is our objective to add the third Logical Drive in this list as a mirroring
partner to the second Logical Drive of the list, thus configuring a RAID 1 disk array.
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We now leave level 2 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys n and p select Configure Array Drives and go to level 3 by pressing
<ENTER>.
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Since we want to create a new Array Drive press <ENTER>.
Note: The first entry in this list has no relevance for our example.

Move the selection bar to the second entry and press the <SPACE>-bar. The entry is marked
with an "M" for Master. This means that the data from this Logical Drive are copied to the
second Logical Drive, which we will select next.
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Move the selection bar with the cursor key p to the next entry and press the <SPACE>-bar,
again. It is marked with an "*"(pressing the <SPACE>-bar again undoes your choice).

When the Logical Drive is selected, confirm with <ENTER>. GDTSETUP displays now a list
of possible RAID levels, available with the number of Logical Drives selected. In our case it
is RAID-0 (data striping) and RAID 1. Move the selection bar to RAID-1 and press <ENTER>.
(Note: RAID levels 4, 5 and 10 are only available with ICP Controllers which are equipped
with the RAIDYNE firmware).
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GDTSETUP displays a security request, which we answer with <Y>.

As you can easily recognize, we have created a new Array Drive of the Type RAID-1. Its state
is build. When we leave GDTSETUP at the end of this example, you will see that the ICP
Controller automatically copies the data of the first Logical Drive (our master) to the second
Logical Drive. During this synchronization the RAID-1 array is fully operational.
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The functioning of a RAID-1, or mirroring, disk array, is easy to understand: On the ICP Con-
troller, one write-access from the host computer is transformed into two write-accesses (to
both Logical Drives forming the mirroring array). If the two Logical Drives are built of hard
disks, which are connected with different SCSI channels of the ICP Controller, both write-
accesses are performed simultaneously (this method is often called Disk Duplexing). During a
read-access of the host computer the data will be read from the Logical Drive whose hard
disk has the fastest access to the data requested.
If a hard disk should fail (for instance due to a mechanical defect), all data is still available
on the other Logical Drive. In this event, the controller gives an acoustical alarm.

Steps 5 and 6 are the same as in example 1.
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This example is applicable to ICP Controllers with the RAIDYNE firmware.
The controller we use is the ICP Controller with three SCSI channels.
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Whether to install the SCSI hard disks into the computer case or into a separate disk sub-
system enclosure strongly depends on your individual hardware equipment, therefore we
shall not discuss it here. However, it is very important that the hard disks and the ICP Con-
troller are cooled with a sufficient and constant air flow and that the power supply of the
system is strong enough for the desired configuration. You may use a separate power sup-
ply for each hard disk in order to avoid power failure (what sense does a redundant Host
Drive make if all hard disks forming the Host Drive are operated with one single power sup-
ply and this power supply fails ?). All participants of a SCSI-bus must have a different SCSI-
ID. In addition, both ends of the SCSI-cable must be equipped with SCSI-bus terminator
resistors. The SCSI-bus termination is crucial, since it is highly probable that a wrongly ter-
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minated SCSI-bus will cause malfunctions of the connected devices and data transfer
problems. The ICP Controller for this example has three independent SCSI channels: A, B,
C. In our example, two SCSI hard disks are connected to channel A (DR1, DR2), one to
channel B (DR3) and two to channel C (DR4, DR5). Our connection scheme is:

GDT-Channel A �� DR1 �� DR2
GDT-Channel B �� DR3
GDT-Channel C �� DR4 �� DR5

We make sure that all three channels have a proper SCSI bus termination. The SCSI-IDs are
set according to the following list:

GDT channel A ID 7 (default)
DR1 ID 0
DR2 ID 6

GDT channel B ID 7 (default)
DR3 ID 2

GDT channel C ID 7 (default)
DR4 ID 2
DR5 ID 4

Also three SCSI-cables are needed. The cables for channel A and C have three connectors,
where the cable for channel B has four, of which two connectors are used by a hard disk and
a CD-ROM drive which are not relevant for our example.
Please note: bad SCSI-cables, wrong SCSI-IDs as well as a wrong termination of the
busses are responsible for 95% of all possible errors !
In addition, it is essential that the hard disks and the controller be connected to the SCSI-
cable with the right orientation. Although SCSI-cables are keyed, you should cross-check if
all connectors of the cable have been pressed matching the correct key, especially when
using home-made cables.
We recommend terminating the SCSI-cables at their ends opposite to the controller by
means of so-called external terminator packs. These packs receive their terminator power
directly from the cable. In this case, the termination is to be removed from or disabled on
all hard disks. In order to get the best signal quality on the cable, the external terminator
packs should have an active SCSI termination. Advantage: If you use the termination of a
hard disk and this hard disk happens to fail in a manner that harms the bus termination,
then it may occur that all devices connected to this cable do not function properly. There-
fore, it is sensible to use external terminators for reasons of redundancy.

&������6HWWLQJ�XS�D�5$,'���'LVN�$UUD\

6WHS����/RDGLQJ�*'76(783
You can load GDTSETUP in two ways:

1.� Press the <CTRL><G> key combination when the GDT BIOS message comes up (shortly
after switching on the computer) and load GDTSETUP from the Flash-RAM of the ICP
Controller. In this case no operating system is required.
If GDTSETUP was loaded this way, there is an "R" (ROM) behind the version number.

2.� Load GDTSETUP from disk under MS-DOS. Boot the MS-DOS-operating system (either
from a boot-floppy or from an already existing boot drive, i.e., IDE-hard disk etc.). In or-
der for GDTSETUP to work properly, you have to load the device driver GDTX000 first.
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This can be done in two ways:

a.) Load GDTX000 from the DOS-command level by typing in GDTX000<ENTER>
b.) Load GDTX000 automatically through the CONFIG.SYS file (DEVICE=GDTX000.EXE)

Note: GDTSETUP.EXE as well as GDTX000.EXE are on the System Disk - DOS.

If GDTSETUP was loaded this way, there is a "D" (Disk) behind the version number.

You may ask now, what are the differences between the two GDTSETUP variants ?
They are small. The GDTSETUP variant loadable from disk under MS-DOS also additionally
allows the partitioning of Host Drives which is not possible with GDTSETUP loaded from
the Flash-RAM. Loading GDTSETUP from the Flash-RAM is pretty comfortable, since there
is nothing more required to configure the disk arrays. User's, who have for instance, an NT
installation without a DOS partition, will highly appreciate this Flash-RAM-resident
GDTSETUP.

For our example, it is not relevant, whether we load GDTSETUP from the Flash-RAM, or
from disk.

Now load GDTSETUP. The first menu asks you to select the desired ICP Controller. In our
example there is only one ICP Controller installed in the system. Therefore simply press
<ENTER> and then <F2> to select the Advanced Setup.
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Now activate the menu Configure Physical Devices (level 1). A list appears showing all hard
disks found on the ICP Controller’s SCSI channels. If you have a ICP Controller with a differ-
ent number of SCSI channels, the existing SCSI channels are displayed. Note: This screen
will always report all devices that are found to be connected to SCSI-cables, even though
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GDTSETUP only allows you to work on Direct Access Devices (and therefore not on tape drives,
DATs, CD ROMs etc.).

The screen shows you:

�� the channel to which a SCSI device is connected
�� which SCSI-ID the drive has (the entry SCSI I/O Processor stands for the corresponding

SCSI channel of the ICP Controller. It has the default setting ID 7, as explained in chapter
B)

�� the initialization state
�� the SCSI names of the drives
�� the Read-Write-state. [RW] = Read + Write
�� the gross capacity
�� membership in a Logical, Array or Host Drive

Use the cursor keys n and p to select the drive you wish to initialize. We start with the first
drive of the list. With this drive selected, press <ENTER>.

(Note: On Channel B, SCSI IDs 0 and 5, are devices which are not relevant for our example.)

The Configure Disk menu appears which shows various options.
For our example we choose the Initialize Disk menu option and press <ENTER>.
The parameters within this menu can be changed by pressing <ENTER> and selecting the
new setting.
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1. Sync. Transfer: Enable
The SCSI-bus allows an asynchronous and a synchronous transfer. Every SCSI device must
be able to perform the first type of transfer, the second one is optional. The advantage of
the synchronous transfer lies in a higher data transfer rate as the signal transfer times on
the possibly long SCSI-cable have no influence on the transfer rate anymore. Two SCSI-bus
participants wanting to exchange data between each other have to check if and how (i.e.,
with which parameters) a synchronous data transfer between them is possible. Therefore,
the mere setting does not automatically enable synchronous data transfer; this mode is
only effective if both devices support it and after they have checked their capability of com-
municating with each other in this mode.

2. Sync. Transfer Rate
The maximum synchronous transfer rate can be limited. This limitation may become neces-
sary if a particular SCSI cabling does not allow the maximum rate the drive and the con-
troller could achieve. In our example, we leave the rate at 20.0 MB/s (for Wide SCSI at 20.0
MB/s and Wide & Ultra SCSI at 40.0 MB/s).
Note: In order to select a transfer rate above 10.0 MB/s the Protocol has to be set to SCSI-III.

3. Disconnect: Enable
The concept of the SCSI-bus allows several participants (8 IDs with 8 LUNs each). All these
participants should be able to use the bus in a manner that causes the least reciprocal dis-
turbance or obstruction. A participant should therefore vacate the bus if he does not need
it. For reasons of performance, it is particularly important to guarantee a high degree of
overlapping of the actions on the SCSI-bus. This high degree of overlapping can be achieved
if a SCSI device is allowed to disconnect, thus leaving the bus to be used by other partici-
pants. If there is only one SCSI device connected to the SCSI-bus, Disconnect should be dis-
abled.
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4. Protocol
This can be either SCSI-II or SCSI-III.
If you select SCSI-III make sure, that your hard disk supports this protocol. Most new multi-
GB hard disks support SCSI-III. To enable Ultra (FAST-20) transfer rates (Narrow: 20 MB/s;
Wide: 40 MB/s), SCSI-III protocol is required.

5. Disk Read Cache / Disk Write Cache / Tagged Queues
If a drive supports particular SCSI features you enable them (On).
Note: Most of the modern drives support disk caching (read and write). Some do not sup-
port Tagged Queues.

Press <ESC> to leave the Initialize Disk menu.
GDTSETUP displays a warning on the destruction of all data. This implies two different
evaluations, according to the drive’s current state and the options you have selected:

1.� First Initialization of the SCSI Device.
In this case the warning must be taken seriously. If the drive was previously connected
to a different controller (e.g., NCR etc.) and still contains data, this data will be lost now.

2.� The SCSI Device was already initialized.
If only internal parameters, such as Disconnect, Synchronous Transfer and SCSI-II op-
tions have been changed, the data on the drive remains intact. Only the function state of
the device is changed.

Press <Y> and we are back on the main screen of level 1 and see that the initialization-state
of the SCSI device has changed.
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Initialize the remaining four SEAGATE drives as described above, that is:

�� Select the device with the cursor keys n and p and press the <ENTER>-key
�� Choose the settings shown above
�� Carry out the initialization

When the initialization of the last SCSI device has been completed, the screen should look
as follows (a small i (i = initialized) must follow the SCSI-ID of each SCSI device):
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Important: Moving to the next level (Configure Logical Drives) only makes sense if all SCSI
devices you need there are initialized.
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We now leave level 1 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys n and p select Configure Logical Drives and go to level 2 by pressing
<ENTER>.

The main screen of level 2 appears. Move the selection bar to Create new Logical Drives and
press <ENTER> .
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Note: The already existing Logical Drive in this list has no relevance for our example.

Select the initialized hard disk with the <SPACE>-bar (it becomes marked with an "*") and
press <ENTER>.

For security reasons, you will be asked again if you want to use the selected disk to create a
Logical Drive. As we are sure of our choice, we confirm with <Yes>. GDTSETUP allows you
to limit the hard disk size for this Logical Drive. This becomes interesting when you config-
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ure disk arrays and you want to make sure that future drives you want to bring into the disk
array (e.g., for the capacity expansion or for replacement purposes) fit. It would be bad luck
if the new drive only had 2067 MB. GDTSETUP couldn't accept it. To avoid this occuring, you
could limit the capacity of each drive to 2000 MB. Any new 2 GB drive must have at least
this capacity. The 68 MB in our example would be lost. For this example we use the full ca-
pacity and press <ENTER> .

The dialog box is closed and we are back in the main menu of level 2.
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As you can see, we have already created a new Logical Drive of the type Disk. The name of
the Logical Drive is assigned automatically and contains the channel description and the
SCSI-ID after the "_" . This can serve as a reminder when you install a complex system with
many drives. (Naturally, you may change the name.). Now configure the remaining Logical
Drives one by one. Pay attention to choose the SCSI devices alternately from the SCSI
channels. This selection method has a considerable impact on the disk array's performance
because the data is written to the Logical Drives in stripes. If the consecutive Logical Drive
is controlled by another SCSI channel, independent Logical Drive accesses become possi-
ble, resulting in a high degree of overlapping. After having completed these procedures for
all five Logical Drives, you will see the following screen:

This concludes the installation on level 2. Now press the <ESC>-key to leave this screen.
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We now leave level 2 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys n and p select Configure Array Drives and go to level 3 by pressing
<ENTER>.
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Since we want to create a new Array Drive press <ENTER>.
Note: The first entry in this list has no relevance for our example.

Move the selection bar to the second entry and press the <SPACE>-bar. The entry is marked
with an "M" for Master. This means that the disk array "begins" with this Logical Drive.
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Move the selection bar with the cursor key p to the next entry and press the <SPACE>-bar,
again. It is marked with an "*"(pressing the <SPACE>-bar again undoes your choice). Re-
peat this selection until all five Logical Drives are marked.

When the last Logical Drive is selected, confirm with <ENTER>. GDTSETUP now displays a
list of possible RAID levels available with the number of Logical Drives selected.



���
&KDSWHU�&���4XLFN�6HWXS

�� RAID 0 pure data striping without redundancy
�� RAID 1 disk mirroring
�� RAID 4 data striping with dedicated parity drive
�� RAID 5 data striping with striped parity
�� RAID 10 RAID 0 combined with RAID 1

In our case we take RAID-5 and press <ENTER>.
�
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GDTSETUP asks for the Stripe Size. This is the size of the stripes into which the data is di-
vided. The default is 32KB which we leave for this example and therefore press  <ENTER>.
(Note: 32KB stripe size is suggested because in various performance tests it has proved to
be the best value.). GDTSETUP displays a security request, which we confirm with <Y>.

GDTSETUP allows you to limit the capacity of the disk array. This may be of interest if your
installation requires an exact size for a disk array. Normally, the full capacity is used. In our
example we press <ENTER> .
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It's done !
We succeeded in setting up a RAID 5 disk array. The screen shows that the disk array is cur-
rently in an idle state. Later in this chapter, we shall explain the different states a RAIDYNE
disk array can assume.
We are now back in the main menu of GDTSETUP.
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We are now back in the main menu of GDTSETUP and select Configure Host Drives.
The main screen of level 4 appears. Press <ENTER> . A list of available Host Drives is dis-
played. Again, the first entry is not relevant for our example.
At position 1 we find our previously configured RAID-5 disk array. It was automatically
transformed into a Host Drive, thus for this example we have nothing to do in this menu.
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Press <ENTER> to get a list of possible menu options.

We should not forget to mention that if you would have selected Create new Host Drive, this
would have lead you to exactly the same menu as the Express Setup mode.
But this example is an exercise which should help you to gain a better understanding of
how the ICP Controller and GDTSETUP work.
By the way, if you have loaded GDTSETUP from the Flash-RAM (<CTRL><G>) the Partition
Drive option will be missing in this menu. The reason is that partitioning makes no sense,
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when there is no operating system loaded and the INT13H extension of the ICP Controller
has not yet been activated.

6WHS����/HDYLQJ�*'76(783
We are now back in the main menu of GDTSETUP. The installation is completed, and we
therefore leave GDTSETUP by pressing the <ESC>-key. The following message appears:

As we are done with the installation and therefore definitely want to leave GDTSETUP, we
press any key.

IMPORTANT: Always end GDTSETUP by leaving the program in the regular way (do
not warm-boot with CTRL-ALT-DEL or cold boot by pressing the RESET button). Cer-
tain information is only transferred to the controller when you leave GDTSETUP in
the regular way.

After rebooting the system, load GDTSETUP anew. Change to the Advanced Setup menu,
select Configure Array Drives, and press <ENTER> . As you can see, the disk arrays Status has
changed to build, i.e., the parity information is currently generated and written to the disks
(you may already have noticed the disk activity).
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Press <ENTER> and move the selection bar to the Build/Rebuild Progress menu. Press
<ENTER> .

From the progress information slider, we can easily see, that the 8 GB disk array is already
built up 11% and that the estimated time for the build process is 31 minutes.
Note: During the build process the disk array is fully operational, but not yet redundant. I.e.,
you could immediately start installing your desired operating system, without having to
wait until this process has finished.
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At the end of this build process the disk arrays state becomes ready (fully redundant).

Now press <ENTER> and move the selection bar to the Parity Verify menu. Press <ENTER>.

RAIDYNE now checks the correctness of the redundancy information (i.e., calculates the
redundancy information anew and compares it with the already existing information).
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Depending on how large the disk array is, this check may take quite a long time, however, it
can be aborted by pressing <ESC>. Parity Verify is a diagnosis function which enables you to
verify the consistency of a disk array every now and then. We interrupt the verification by
pressing <ESC>. Note: The GDT monitor program GDTMON also includes the parity verify
function. Unlike in GDTSETUP, the disk array’s parity can be checked while the disk array is
fully operational (e.g., in a NetWare file server). Further information on GDTMON is given in
a separate chapter of this manual.
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This part of our example is optional. Nevertheless, we recommend that you go through it. It
gives you a better understanding of how RAIDYNE reacts in the event of a drive failure and
what you have to do in such a case.

Important: To carry out the drive failure simulation, the disk array must be in the ready state.
Only in this state, has the disk array redundancy.

In order to make the simulation as realistic as possible, we suggest creating an MS-DOS-
partition on the disk array with FDISK. To create disk activity, write a small batch program
which copies data from one directory of this partition to another. While the copy process is
going on, we simulate a drive failure of drive DISK_B2 by removing the drive's DC power
supply cable. (If you choose to let another drive fail, please keep in mind the information on
the SCSI-bus termination given in Step 1). Now we can observe how RAIDYNE reacts:

1.� After a short time, the acoustical alarm of the GDT is activated. (Note: this alarm is only
activated when the RAID 5 Array Drive is being accessed).

2.� RAIDYNE activates the so-called fail operation state during which the disk array remains
fully operational. The data of the failed drive is calculated by means of the redundant
data stored on the other drives.

The alarm signal does not switch off because the disk array, although operational, is found
in a state without redundancy, that is, a state which should be eliminated as soon as possi-
ble. The alarm signal turns off when GDTSETUP is loaded.
How is this situation reflected in GDTSETUP ?
What has happened to the failed hard disk ?

To answer these questions, we load GDTSETUP and check. We go to the menu Configure Ar-
ray Drives menu and select our RAID-5 disk array which entered the fail state. Press <F2> to
get further information on the failure.
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After selecting the failed Logical Drive, press again <F2> to obtain detailed information on
the physical drive which has actually failed.

Important: Even if we reconnected the power supply to DISK_B2 before loading GDTSETUP,
DISK_B2 would not be included in the disk array again. If you decide to use the failed hard
disk again, it is best if you reconnect the drive to the power supply and do a cold boot.
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After loading GDTSETUP select the Configure Array Drives menu. Select the Replace Array Com-
ponent menu

Press <ENTER> . GDTSETUP recognises the previously failed drive again (it was not really
defective) and asks if it should be integrated into the disk array again.

Answer <Yes> and the disk array changes its state into rebuild. After leaving GDTSETUP the
controller begins the reconstruction of the data of the failed drive.
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After the completion of this process, the disk array's state changes into ready again.

A few words on the replacement of a defective hard disk of a disk array.
If a hard disk belonging to a disk array for which no Hot Fix drive had been assigned should
fail, you should replace this defective hard disk with a new one as soon as possible. Always be
aware of the fact that this disk array does not have any redundancy until the defective hard
disk has been substituted. This means that if another hard disk should fail while the disk
array is without redundancy, all data is irretrievably lost. RAIDYNE offers two possibilities of
replacing a failed drive of an array for which no Hot Fix drive has been designated:

1. Replacement with GDTSETUP (we have just demonstrated this method)
2. Replacement by using the Hot Plug function of GDTMON

The Hot Plug method allows you to replace a defective drive while the disk array continues
to work and without having to load GDTSETUP. When this method is used, the GDT SCSI
bus to which the defective drive is connected, is temporarily halted (that is, for the time
necessary for replacement), thus enabling you to disconnect the defective drive from the
SCSI bus without any risk. After the replacement, the SCSI channel halt is lifted again and
RAIDYNE automatically begins to rebuild the new drive. The halting and release of the GDT
SCSI channel is controlled by GDTMON, which is available for most operating systems sup-
ported by the ICP Controller. The above mentioned halt of the SCSI bus serves to avoid that
interferences (spikes and glitches) which inevitably occur on the SCSI bus when the defec-
tive drive is disconnected, impair the functioning of still intact drives on this SCSI channel.
However, this implies that none of the SCSI devices of the halted SCSI channel can be ac-
cessed during the time the defective drive is being exchanged. If all drives forming the disk
array are connected to one single SCSI channel the entire disk array cannot be accessed
during the time of replacement. Therefore, it is evident that the ICP Controller should have
as many SCSI channels as possible and that all SCSI devices should be distributed equally
to the available channels in order to avoid that the disk array or other SCSI devices cannot
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be accessed during the Hot Plug drive replacement. The Hot Plug should be carried out as
quickly as possible.
The ICP Controllers also support the Intelligent Fault Bus (DEC ™ fault bus) and SAF-TE.
Both industry standards allow for a replacement without any program interaction. Simply
unplug the defective drive and plug in a new one. To make use of this very comfortable
methods, an intelligent subsystem (supporting either the Intelligent Fault Bus, or SAF-TE)
is required.

We would like to stress that the Hot Fix method is by far the most secure method of
replacing a defective drive while the disk array is operational (see next example). First of all,
because it is completely automatic, and secondly because it does not imply any mechanical
or electrical interventions on the disk array as the Hot Plug method does.
We shall explain GDTMON and the Hot Plug method more thoroughly later in this manual.
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This example is applicable to ICP Controllers with the RAIDYNE firmware. What we call Hot
Fix drives is referred to as Host Spare drives in some literature. Most part of the installa-
tion is carried out as in our third example, so we do not repeat the explanation.
Do Step 1, Step 2 and Step 3 as described in example no. 3.
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We now leave level 2 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys n and p select Configure Array Drives and go to level 3 by pressing
<ENTER>.

Press <ENTER>. (Note: the Host Drive boot_me is not relevant for our example). Select one
by one the Logical Drives 1, 2, 4 and 5. Omit Logical Drive 3.
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When the last Logical Drive is selected, confirm with <ENTER>. GDTSETUP now displays a
list of possible RAID levels available with the number of Logical Drives selected.

�� RAID 0 pure data striping without redundancy
�� RAID 1 disk mirroring
�� RAID 4 data striping with dedicated parity drive
�� RAID 5 data striping with striped parity
�� RAID 10 RAID 0 combined with RAID 1
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In our case we take RAID-5 and press <ENTER>.
�

GDTSETUP asks for the Stripe Size. This is the size of the stripes into which the data is di-
vided. The default is 32KB which we leave for this example and therefore press  <ENTER>.
(Note: 32KB stripe size is suggested because in various performance tests it has proved to
be the best value.). GDTSETUP displays a security request, which we confirm with <Y>.
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GDTSETUP allows you to limit the capacity of the disk array. This may be of interest if your
installation requires an exact size for a disk array. Normally, the full capacity is used. In our
example we press <ENTER> .

We succeeded in setting up a RAID 5 disk array. The screen shows that the disk array is cur-
rently in an idle state. Later in this chapter, we shall explain the different states a RAIDYNE
disk array can assume.
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6WHS�����&UHDWLQJ�D�+RW�)L[�'ULYH
Press again <ENTER> and move the selection bar to the Add Hot Fix Drive menu.

Press <ENTER>. GDTSETUP now displays a new dialog-box containing all the Logical
Drives apt to serve as a Hot Fix drive (one criterion for this suitability is the drive's capacity,
i.e., it has to be large enough). So do not be surprised if you do not find all the drives you
would have expected during later installations. GDTSETUP knows which drives are suited to
be used as Hot Fix drives. In our example, GDTSETUP offers the Logical Drive we have omit-
ted during the configuration of the Array Drive.
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Press <ENTER>.

GDTSETUP offers two different Hot Fix types: A private Hot Fix drive is only available for one
specific disk array. A Hot Fix drive in a Hot Fix Pool can be made available to several disk
arrays (presuming that the capacity fits). In our example we choose the Private Hot Fix drive
and press <ENTER> .

Attention: By turning a Logical Drive into a Hot Fix drive, all its data is irretrievably lost.
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After pressing <F2> we get detailed information on the structure of the disk array. The last
entry refers to the Priv. Hot Fix drive.
We have already seen this form before, with the only difference that DISK_C2 has been as-
signed to be the Hot Fix drive. We now leave GDTSETUP as described in example no. 3, in
order to allow GDTSETUP to send all relevant information to the controller and let
RAIDYNE create and store the redundant information.

The question that arises now is:

When and how does the Hot Fix mechanism work ?
Normally, RAIDYNE puts Hot Fix drives in a stand-by mode, that is, their motors are
stopped. However, it may happen that certain operations such as loading drivers, starting
GDTSETUP and so on, cause the Hot Fix drives to start their motors. This takes a little bit
longer, but it is necessary in order to enable RAIDYNE to check the consistency of the
setup. RAIDYNE substitutes a failed hard disk with a Hot Fix drive only if the array was in a
ready state before the failure. Or, in other words, a Hot Fix drive can only be activated if the
corresponding disk array was in a state of data redundancy at the moment of failure.
Important:  The following partial step can only be performed if the disk array is in the ready
state.

6WHS�����6LPXODWLQJ�D�+DUG�'LVN�)DLOXUH�:KHQ�D�+RW�)L[�'ULYH�LV�3UHVHQW�
This partial step is optional. However, we recommend that you carry it out in order for you
to get an idea of how RAIDYNE reacts in such a situation and which steps need to be taken.
To have a very realistic simulation, create a DOS-partition and generate load on your disk
array by using a batch file with copy commands. During these copy operations we cause
DISK_B2 to fail by plugging out its power supply. (If you choose to let another drive fail,
keep in mind the section of step 1 referring to the SCSI-bus termination).
We now observe how RAIDYNE reacts:
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1.� After a short while, GDT's alarm signal is heard.
(Note: the alarm only goes on when the RAID 5 Array Drive is accessed.)

2.� RAIDYNE activates the so-called fail operation mode. In this mode, the disk array re-
mains fully operational. The data of the failed drive is reconstructed by means of the re-
dundancy information stored on the other drives.

3.� RAIDYNE starts the motor of the Hot Fix drive.

4.� RAIDYNE includes the Hot Fix drive into the disk array and starts to reconstruct the data
and redundancy information. The disk array is now in the operation mode rebuild.

5.� The alarm signal is not turned off until a new Hot Fix drive is added to the disk array, or
until GDTSETUP (or GDTMON) is loaded and the missing Hot Fix drive is removed or re-
placed with a new one.

Obviously, no other hard disk may fail until all data is entirely reconstructed on the Hot Fix
drive, because up to that moment the system operates without redundancy.

How is this situation reflected in GDTSETUP?
What has happened to the failed drive ?

To answer these and other questions we load GDTSETUP and check. We go directly to the
menu Configure Array Drive menu. As expected, the disk array is in the rebuild state. Request
the drive information regarding the RAID5 disk array with <F2>.

Two changes have occurred. The Hot Fix drive DISK_C2 has the state invalid and has jumped
into the position of DISK_B2. DISK_B2 is missing (this is the drive we let fail (disconnected
it from the DC power). Since this disk array was configured to have a hot fix drive, this posi-
tion is still in the list, with the attribute missing.
Leave GDTSETUP and when you are back at the MS-DOS prompt, switch off the system. We
now want to add a new Hot Fix drive to the disk array. For our example we take a brand new
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drive, set its SCSI ID to 3 and connect it to the connector of SCSI channel B, where the pre-
viously failed drive was connected to and to the DC-power supply. Before switching on the
system again, check that the SCSI termination of the new drive is identical to the old one.
After switching on the system again, load GDTX000 and GDTSETUP and initialize the new
drive.

In the next step we setup a new Logical Drive:
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DISK_B3 is our new Logical Drive, which we want to use as a new Hot Fix drive.
Change to the Configure Array Drives menu. Select our Disk Array and press <ENTER>.

Select Add Hot Fix Drive and thereafter DISK_B3.

Select Private Hot Fix and press <ENTER> .
Press <F2> to get the configuration information on this disk array.
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As we can see from the list, DISK_B3 has become the new Hot Fix drive for our RAID5 disk
array.

DISK_C2 is still invalid (this was our former Hot Fix drive), since the rebuild process is not
yet completed.

&�����7U\LQJ�WR�$QVZHU�7KH�,QLWLDO�4XHVWLRQV
Now, after having demonstrated with examples 3 and 4 how RAID disk arrays are created
with RAIDYNE (we hope you enjoyed it), we would like to return to the questions set down
at the beginning of this chapter. When planning a disk array it is essential that you have
precise ideas on how you intend to configure the disk array.

&&��������������++RRZ�Z�00DDQQ\�\�++DDUUG�G�''LLVVNNV�V�66KKRRXXOOG�EG�EH�H�,,QQWWHHJJUUDDWWHHG�G�,,QQWWR�R�WWKKH�H�''LLVVN�N�$$UUUUDD\�\�""

To answer this question let us have a look at the delimiting parameters, that is, the maxi-
mum and minimum number of drives. The maximum number of physical drives in a disk
array is determined by the number of physical drives the ICP Controller can control (with a
two-channel ICP Controller this number amounts to 14, with a three channel ICP Controller
to 21). In this context, we cannot analyze the many various factors which influence the deci-
sion of whether to integrate all Host Drives into one single RAID Host Drive, or rather create
a number of smaller RAID Host Drives instead. The minimum number of necessary hard
disks depends on the RAID level you wish to realize.
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5$,'�/HYHO 7\SH�RI�'LVN�$UUD\ 0LQLPXP�QXPEHU�RI�KDUG�GLVNV

5$,'�� GDWD�VWULSLQJ �

5$,'�� GLVN�PLUURULQJ �

5$,'�� GDWD�VWULSLQJ�ZLWK�SDULW\�GULYH �

5$,'�� GDWD�VWULSLQJ�ZLWK�VWULSHG�SDULW\ �

5$,'��� GDWD�VWULSLQJ�DQG�PLUURULQJ �

The desired usable disk space of the disk array as well as the following two issues have a
direct impact on the number of physical hard disks needed.

&&��������������::KKLLFFK�K�//HHYYHHO�O�RRI�I�55HHGGXXQQGGDDQQFF\\��LLV�V�11HHHHGGHHG�G�""

To come straight to the point, RAID 0 (data striping) does not imply any redundancy at all
(the R in front of the AID is rather misleading). On the other hand, a RAID 0 disk array is
pretty fast, since no parity information is required. With RAID 1 (disk mirroring), the data is
100% redundant because it is mirrored. This is definitely the highest level of redundancy,
but the most expensive one, too. An interesting combination of RAID levels 0 and 1 is RAID
10. Two RAID 0 stripe sets are simply mirrored. If one drive fails, the data are still available
on the mirrored drive. With RAID 4 (data striping with dedicated drive) and RAID 5 (data
striping with striped parity), parity information is calculated from the present data with a
simple mathematical operation (eXclusive OR, XOR), and stored either to one dedicated
drive (RAID 4) or to all drives (RAID 5). If one drive should fail, the data of the defective
drive can be reconstructed on the basis of the normal user data and the previously calcu-
lated parity data. RAID levels 4, 5 and 10 can tolerate the failure of one drive just as RAID 1,
but in comparison to the latter, RAID 4, RAID 5 or RAID 10 are less expensive.
As already mentioned before, the entire disk array controlling function is carried out at con-
troller level and therefore does not load the host computer.
Let us have a look at the following table which explains the correlations between the RAID
level, usable disk capacity and number of physical hard disks. To make things easier, we
consider identical 1 GB hard disks:

8VDEOH�VWRUDJH�FDSDFLW\�RI�WKH�GLVN�DUUD\

5$,'�/HYHO ��KDUG�GLVNV ��KDUG�GLVNV ��KDUG�GLVNV ��KDUG�GLVNV
5$,'�� �*% �*% �*% �*%
5$,'�� �*% �*% �*% �*%
5$,'�� � �*% �*% �*%
5$,'�� � �*% �*% �*%
5$,'��� � � �*% �

It is quite obvious that the redundancy of level RAID 1 soon becomes very expensive when
more than 2 hard disks are used. Only with RAID 4 and RAID 5 have you a reasonable rela-
tion between storage capacity and expenses for the disk array.

&&��������������''R�R�ZZH�H�11HHHHG�G�++RRW�W�))LL[[��GGUULLYYHHV�V�""

In other words: Should RAIDYNE automatically reconstruct the lost data after a hard disk
failure ?
One of the reasons that have led you to choose RAID disk arrays definitely lies with the re-
dundancy, that is, the data security you still preserve even in the event of disk failure, thus
resting assured against loss of data and time.
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Hot Fix drives are possible with all RAID 1, 4, 5 and 10 disk arrays.
In order to assist the following considerations, we define the term time without redundancy,
TWR. Set apart the time needed to set up the disk array (state build), the time without re-
dundancy should be kept as short as possible. Let us assume that one of the hard disks of
the RAID 5 disk array we set up with example 1 fails. The disk array is without redundancy.
TWR starts to run. Any superfluous prolongation of the TWR (because you have to get a re-
placement drive, or because you did not realize the failure immediately since you didn't
hear the ICP Controller's alarm signal, or because nobody checked the file server) increases
the risk of data loss which will occur if a second drive should fail. Therefore, new redun-
dancy should be created as soon as possible and in an entirely automated manner. Inte-
grating a Hot Fix drive as an immediately available and auto-replacing drive is the only way
to keep the TWR as short as possible. Only a Hot Fix drive can ensure optimal disk array
security and constant data availability. Of course a Hot Fix drive is not compulsory. If you
control the disk array at regular intervals and immediately replace a defective drive (by
shutting down the system or hot-plugging), you can do without a Hot Fix drive.

&�����6WDWHV�RI�D�5$,'<1(�'LVN�$UUD\
An Array Drive under the RAIDYNE operating system can assume seven different opera-
tional modes: Idle, Ready, Fail, Build, Rebuild, Expand and Error.

&&����������������,,GGOOHH����66WWDDWWHH

This state is characterized by the fact that the redundant information of the disk array has
never been entirely created. The disk array is in this state after its first configuration and
until you quit GDTSETUP. If an error should occur while the array is in the build state, the
array returns to the idle state (exception: if during build mode the dedicated drive of RAID 4
fails, the mode changes to fail).

&&����������������%%XXLOLOGG����66WWDDWWHH

After the disk array has been configured for the first time, it assumes the build state as soon
as you quit GDTSETUP. While the array is in the build state, redundancy information is cal-
culated and stored to the hard disks of the array.

&&����������������55HHDDGG\\����66WWDDWWHH

The disk array is fully operational when in the ready state. All redundant information is pres-
ent, that is, a hard disk can fail without impairing the functionality of the disk array. This is
the normal state of a disk array. The state ready/expand indicates, that the RAID level and/or
capacity are currently migrated/expanded.

&&����������������))DDLOLO����66WWDDWWHH

The disk array changes to the fail state whenever a Logical Drive fails. Redundancy informa-
tion is still present, thus allowing the remaining hard disks to continue working. This state
should be eliminated as soon as possible by replacing the defective hard disk. If a so-called
Hot Fix drive has previously been assigned to a disk array with GDTSETUP, the controller
will automatically replace the defective drive and start the reconstruction of the data and
the redundant information. Therefore, under these circumstances the fail state is only tem-
porary and will be eliminated by the controller itself.
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The disk array will assume this state after the automatic activation of a Hot Fix drive or after
a manual replacement carried out with GDTSETUP. The data and the redundant information
are reconstructed and stored to the new drive.

&&����������������(([[SSDDQQGG����66WWDDWWHH

If the capacity or RAID level of an existing disk array is changed, the disk array changes its
state into expand. As soon as the expansion or migration is completed, the state changes
back to ready.

&&����������������((UUUURRUU����66WWDDWWHH

If a second hard disk should fail while the disk array is in the fail or rebuild state, it is not
possible to continue the working session without restrictions. The disk array is still avail-
able for I/Os, but data loss and error messages on the host level are possible.
The following state diagram of the disk array summarizes the states described above and
the transitions from one state to another.

Some of these states may become the addendum patch (e.g. build/patch, ready/patch).
This word indicates that the original Array Drive went through a significant procedure. I.e.,
the parity information was recalculated anew.
Or, the Array Drive has been patched from the error state into the fail state. This may be-
come extremely helpful in a situation where two Logical Drives of an Array Drive, fail at the
same time, but only one of the two Logical Drives is really defective and the other was
blocked out, since it was connected with the same SCSI channel as the defective one. The
Array Drive's state is error and normally all data would be lost. RAIDYNE and GDTSETUP
include some functions, which allow the patch of this Array Drive from the error state into
the fail sate. Before the actual patch, the defective drive has to be physically removed from
the Array Drive. Such a patch-procedure is a real sheet-anchor and should only be used,
after a detailed consultation with a trained support person (a printout of the Save Information
file, is extremely helpful).
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