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iIGP
C. Quick-Setup

C.1 What is the Aim of Quick-Setup ?

In the previous chapter we installed the ICP Controller in a PCl computer and connected the
SCSI devices. Now these SCSI devices must be prepared in order to run with your operating
system. This Quick-Setup chapter should help you to get started quickly. Quick-Setup
shows four examples on how a single SCSI hard disk, a Mirroring Array Drive (RAID 1), a
RAID 5 Array Drive and a RAID 5 Array Drive with a Hot Fix drive are installed:

Example 1: Installing a single SCSI hard disk.

Example 2: Installing a Mirroring Array Drive (RAID 1), consisting of two
SCSI hard disks.

Example 3: Installing a RAID 5 Array Drive, consisting of five identical
SCSI hard disks.

Example 4: Installing a RAID 5 Array Drive, consisting of four identical
SCSI hard disks, and adding one Hot Fix SCSI hard disk.

Examples 3 and 4 are not applicable to ICP Controllers without the RAIDYNE firmware.
Even iIf you cannot practically carry out all the examples yourself, we suggest reading them
all the same because they will give you a better understanding of how the controllers of the
GDT RP Series work. The following table tells you which examples are applicable to your
type of ICP Controller.

Example 1 | Example 2 | Example 3 | Example 4
GDT6111RP Yes Yes No"’ No"
GDT6121RP Yes Yes No" No"
GDT6117RP Yes Yes No"’ No"
GDT6127RP Yes Yes No" No"
GDT6511RP Yes Yes Yes Yes
GDT6521RP Yes Yes Yes Yes
GDT6517RP Yes Yes Yes Yes
GDT6527RP Yes Yes Yes Yes
GDT6537RP Yes Yes Yes Yes
GDT6557RP Yes Yes Yes Yes

¥es, when RAIDYNE Upgrade installed.

With examples 3 and 4 we shall briefly repeat the installation of the ICP Controller and the
SCSI devices, in particular with regard to disk arrays.

Some essential issues having direct impact on the structure and configuration of an Array
Drive with RAIDYNE will also be discussed:
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1.  How many physical SCSI hard disks are to be integrated in the Array Drive ?
2. Which redundancy level ought to be achieved ?

3. Should RAIDYNE automatically recover redundancy in the event of a disk
failure ? Or, in other terms: Are Hot Fix drives needed ?

Before we go through these examples step by step, we would like to explain a few terms and
relations important for the basic understanding of the ICP Controller firmware. At the end of
example 4, we will try to answer the three questions above.

C.2 What is the ICP Controller Firmware ?

We refer to firmware as the operating system which controls the ICP Controller with all its
functions and capabilities. The firmware exclusively runs on the ICP Controller and is stored
in the Flash-RAM on the ICP Controller PCB. The controlling function is entirely independ-
ent of the PCI computer and the host operating system installed (for example UNIX), and
does not "drain" any computing power or time from the PCI computer. According to the
performance requirements needed, the ICP Controllers are available with two firmware vari-
ants. The firmware is either already installed on the controller upon delivery, or can be
added as an upgrade: RAIDYNE upgrade.

= Standard Firmware (installed on the GDT61xyRP controllers).
In addition to simple controlling functions regarding SCSI hard disks or removable
hard disks, this version allows disk chaining (several drives can be linked in order to
form a single "large" drive), and the configuration of Array Drives of the types data
striping (RAID 0) and disk mirroring or duplexing (RAID 1).

. RAIDYNE Firmware (installed on the GDT65xyRP controllers). In addition to disk
chaining, RAID 0 and RAID 1, RAIDYNE allows you to install and control Array
Drives of the types RAID 4 (data striping with dedicated parity drive), RAID 5 (data
striping with distributed parity) and RAID10 (a combination between RAID 0 and 1)

RAIDYNE is the name of the ICP disk-array operating system for the ICP Controllers. Unlike
pure software solutions, RAIDYNE is totally independent of the host operating system, and
can therefore be accessed under MS-DOS, Windows, OS/2, SCO-UNIX, Interactive UNIX,
Novell NetWare, etc.. Special RAID drivers are not needed. The integration of a RAID Disk
Array into the host operating system is carried out with the same drivers used for the inte-
gration of a single SCSI hard disk. All ICP Controllers are equipped with a hardware which is
particularly well suited for disk arrays. RAIDYNE uses this hardware with extreme efficiency
and therefore allows you to configure disk arrays that do not load the host computer
(whereas all software-based RAID solutions more or less reduce the overall performance of
the host computer.).

The basic concept of the RAIDYNE is strictly modular, and consequently, in
its functioning it appears to the user as a unit construction system.
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C.2.1 The Different RAID Levels
RAID 0 - Data Striping

According to the adjusted stripe size (e.g., 16 KB) and the number of hard disks, the data

blocks are split into
stripes. Each stripe is ABCDEF

stored on a separate
hard disk. Especially
with sequential read ICP vortex

and write operations, GDT Disk Array Controller
we can observe a sig-
nificant improvement
of the data through-
put. RAID 0 includes
no redundancy at all,
i.e, when one hard

Data Striping
RAID 0 Host Drive

disk fails, all data is
lost.

RAID 1 - Disk Mirroring/Disk Duplexing

ABCD

ICP vortex
GDT Disk Array Controller

Disk Mirroring
RAID 1 Host Drive

All data is stored twice on
two identical hard disks.
When one hard disk fails,
all data are immediately
available on the other
without any impact on
the performance and data
integrity.

We talk about "Disk Mir-
roring" when two hard
disks are mirrored on one
SCSI channel. If each
hard disk is connected

with a separate SCSI

channel, this is called ABCD

"Disk Duplexing"
(additional security).

RAID 1 represents an easy
and highly efficient solu-
tion for data security and _ IeP vortex
system availability. "It is GDT Disk Array Controller
especially suitable for
installations which are
not too large (the capacity

e

RAID 1 Host Drive

available is only half of
the installed capacity).
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RAID 4 - Data Striping With a Dedicated Parity Drive

RAID 4 works in the same way as RAID 0. The data are striped amongst the hard disks. Addi-
tionally, the controller
calculates  redundancy ABCDEF
data (parity information)
which are stored on a
separate hard disk (P1, _IcP vortex

P2, ) Even when one GDT Disk Array Controller
hard disk fails, all data
are still fully available.
The missing data is re-
calculated from the data
still available and the
parity information. Un-
like In RAID 1, only the
capacity of one hard disk
is needed for the redundancy. If we consider, for example, a RAID 4 disk array with 5 hard
disks, 80% of the installed hard disk capacity is available as user capacity, only 20% is used
for redundancy. In situations with many small data blocks, the parity hard disk becomes a
throughput bottle-neck. With large data blocks, RAID 4 shows significantly improved per-
formance.

Data Striping + Parity Drive
RAID 4 Host Drive

RAID 5 - Data Striping with Striped Parity

Unlike RAID 4, the parity data in a RAID 5 disk array are striped in all hard disks. The RAID 5
disk array delivers a balanced throughput. Even with small data blocks, which are very likely
in a multi-tasking and
multi-user  environ- ABCDEF
ment, the response
time is very good. RAID
5 offers the same level ICP vortex

of security as RAID 4. GDT Disk Array Controller
When one hard disk
fails, all data are still
fully available, the
missing data are recal-
culated from the data
still available and the Data Striping + Striped Parity

parity information. RAID 5 Host Drive
RAID 4 and RAID 5 are

particularly suitable for
systems with medium to large capacity requirements, due to their efficient ratio of the in-
stalled and actually available capacity.
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RAID 10 - Combination of RAID 1 and RAID 0

The idea behind RAID

10 is simply based on ABCDEF

the combination of

RAID 0 (Performance) ABCDEF /f\ /‘R
and RAID 1 (Data Secu-

rity). Unlike RAID 4 and \ /

RAID 5, there is no
need to calculate parity e—
information. RAID 10 0

disk arrays offer good 61 isk Array Controfler
performance and data
security. As in RAID 0,
optimum performance

is achieved in highly / \
sequential load situa- 4
':[I_Iogcs)b/ldefng]cal' tOtRﬁI Ei) ‘Dafa Striping + Disk Mirroring/Duplexing
, b O e Installe RAID 10 Host Drive
capacity is lost for re-
dundancy.

i

(e

C.3 How are the GDT Firmware Features Aclivated ?

Any installation or maintenance procedures regarding the ICP Controller are carried out
with the configuration program GDTSETUP. The monitoring program GDTMON allows a
continuous monitoring and maintenance of the ICP Controller and the connected disk ar-
rays. The GDTMON utility also includes options to replace a defective drive with a new one
(Hot Plug) and is available for most of the operating systems supported by the ICP Con-
trollers. GDTSETUP allows you to set up single disks or complex disk arrays with simple and
user-friendly installation procedures. Little previous knowledge is needed to be able to use
GDTSETUP efficiently. It is only necessary to understand the hierarchy levels in the ICP Con-
troller firmware (which are the same for both firmware versions: Standard and RAIDYNE).
For the user's convenience the GDTSETUP program is available in two different variants:

- GDTSETUP loaded from the ICP Controller's Flash-RAM after switching on the computer
- GDTSETUP loaded from disk under MS-DOS.

The header of the GDTSETUP program indicates with a letter after the version number
whether GDTSETUP was loaded from disk or from Flash-RAM:

"R" for GDTSETUP loaded from the Flash-RAM after switching on the computer
"D" for GDTSETUP loaded from Disk, i.e., under MS-DOS.

Loading GDTSETUP with <CTRL><G> from the Flash-RAM is very comfortable since no op-
erating system is required to carry out the configuration and setup works.

On the other side, loading GDTSETUP from disk (i.e., under MS-DOS) becomes necessary
for tasks like partitioning or enabling a totally disabled GDT BIOS (which includes
GDTSETUP).
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C.3.1 The Express Setup Function of GDTSETUP

Whenever you load GDTSETUP and select the desired ICP Controller, it comes up in its
EXPRESS Setup mode. This mode does not require any previous knowledge. If you choose
this function, GDTSETUP carries out the complete installation entirely on its own, providing
you for example with a fully operational RAID 5 Array Drive with optimized settings (for in-
stance, with all SCSI features of a given drive activated).

GDTSETUP -- Uepsion 3,08D - Sep 30 1997
() Copyright 1997 ICP vontex Cunpufersystene GmbH

ond1gure 05 5 |
: Advanced Sefup

After selecting Configure Host Drives, select Create new Host Drive.

GDTSETUP -- Version 3,088D - Sep 3@ 1997
(C) Copyright 1997 ICP vortex Cunpu%ersgstene GmbH

Lont1gure 05t Drives

No. Name Status Attrib, Capacit Type  helongs to
R [RH 1] 5 i

@ DISK AR ok 99 MB Disk  Logical @
: Drive [nfoewation, rid: Refresh
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GDTSETUP scans the system for "free" hard disks (i.e., drives which are not yet part of other
Host Drives). Use the <SPACE>-bar to select the desired hard disks (they are marked with
an "*"). On the right side GDTSETUP offers highlighted the possible configurations with
these drives.

GDTSETUP -- Version 3,060 - Se¥ 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmhH

elect Fhysical Dpive .
Chn ID LUN  VUendor Product fttn, Cap(MB) Dpive

2 @  SERGATE STa2leeN i 2069
4 B SEAGATE STo216eM Rg 2869

6 B  SEAGATE $To216@N i 2069
SPACE: Select/Deselect dpive, ENTER: End selection

RAIDIG
RAIDI@+HotFix

Pressing <ENTER> ends the selection.

GDTSETUP -- Vepsion 3,060 - Se¥ 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmhH

elect Fhysical Dpive -

Uendor Product fttn, Cap(MB) Dpive

SEAGATE STa2168N i 2069

SEAGATE $Ta2168N M 2869

CEAGATE $Ta2160N M 2069 RAIDL

SEAGATE STa2168N 2069 RAID1+HotFix

SERGATE $Ta2168N 2869 RAID4
RAIDd+HotFix

)

totkx
RAIDIO
RAIDL@HHotFix
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After choosing a configuration type for an Array Drive, GDTSETUP displays a security re-
quest.

GDTSETUP -- Version 3,060 - Se;: 30 1997
(C) Copyright 1997 ICP vortex Computenrsysteme GwhH

elect Physical Drive : 0058 g]:e
poduct fittr, Cap(MB) Drive Single Dis
Ta21eeN M 2869 Chalning

M 2869 RAIDG
2160H M 2869 RAIDL i
otFix

re te a host drive from the selected disk(s) ?
11 data will he destroyed *) (¥/N)

[F1X
RAID1G
RAID1BtHotFix

DTSETUP -- Uepsion 3,000 - Sep 38 1997
() Copumht 1997 ICP vortex Cunpult)er'sustene GmbH

Onilgupre 0s 'PIUES |

Ho. Hame Status h
@ DISK g ok [

1'1]: Caaclt Type  helongs to
p 3 gp Lo icglﬂ

t
R

p1ve
F2: Dpive Information, FiB: Refrech

After leaving GDTSETUP the parity information is generated.
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For chapter C, we do not use this function, but give detailed instructions on how to set up a
single disk and disk arrays with GDTSETUP and its Enhanced Setup.

C.4 Levels of Hierarchy Within the GDT Firmware

Both GDT firmware versions (Standard and RAIDYNE) are based on four fundamental levels
of hierarchy. Each level has its "own drives" ( = components). The basic rule is:

To build up a “drive” on a given level of hierarchy, the “drives* of the next lower level
of hierarchy are used as components.

Level I:

Physical Drives = hard disks, removable hard disks, some MO drives *’ are located on the
lowest level. They are the basic components of all "drive constructions" you can set up.
However, before they can be used by the firmware, these hard disks must be "prepared", a
procedure we call initialization. During this initialization each hard disk receives information
which allows a univocal identification even if the SCSI-ID or the controller is changed. For
reasons of data coherency, this information is extremely important for any drive construc-
tion consisting of more than one physical drive.

(€]

Level 2:

On the next higher level are the Logical Drives. Logical Drives are introduced to obtain full
independence of the physical coordinates of a physical device. This is necessary to easily
change the whole ICP Controller and the channels, IDs, without loosing the data and the
information on a specific disk array.

Level 3:
On this level of hierarchy, the firmware forms the Array Drives. Depending on the firmware
installed, this can be

- Single Disks (one hard disk, some vendors call it JBOD - Just A Bunch Of Drives)
- Chaining Sets (concatenation of several hard disks)

- RAID 0 Array Drives

- RAID 1 Array Drives, RAID 1 Array Drives plus hot fix drive

- RAID 4 Array Drives, RAID 4 Array Drives plus hot fix drive

- RAID 5 Array Drives, RAID 5 Array Drives plus hot fix drive

- RAID 10 Array Drives, RAID 10 Array Drives plus hot fix drive

Level 4:

On the highest level of hierarchy, the firmware forms the Host Drives. In the end, only these
Host Drives can be accessed by the host operating system of the computer. Drives C, D, etc.
under MS-DOS, 0S/2, etc. are always referred to as Host Drives by the firmware. The same
applies to NetWare- and UNIX-drives. The firmware automatically transforms each newly
installed Logical Drive and Array Drive into a Host Drive. This Host Drive is then assigned a
Host Drive number which is identical to its Logical Drive or Array Drive number.

The firmware is capable of running several Host Drives of the most various kinds at the
same time. An example for MS-DOS: drive C is a RAID 5 type Host Drive (consisting of 5
SCSI hard disks), drive D is a single hard disk, and drive E is a CD-ROM communicating with
RAIDYNE through corelSCSI and the GDT ASPI manager.

On this level the user may split an existing Array Drive into several Host Drives.

“ Also see section C.5.
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After a capacity expansion of a given Array Drive the added capacity appears as a new Host
Drive on this level. It can be either used as a separate Host Drive, or merged with the first
Host Drive of the Array Drive.

Within GDTSETUP, each level of hierarchy has its own special menu:

Level 1 = Menu: Configure Physical Devices
Level 2 = Menu: Configure Logical Drives
Level 3 = Menu: Configure Array Drives
Level 4 = Menu: Configure Host Drives

Generally, each installation procedure passes through these 4 menus, starting with level 1.
Therefore:

Ll First initialize the Physical Drives.
. Then configure the Logical Drives.

L] Then configure the Array Drives (e.g. Array Drives with RAID 0, 1, 4, 5
and 10).

L] Finally, configure the Host Drives.

C.5 Using CD-ROMs, DATs, Tapes, etc.

A SCSI device that is not a SCSI hard disk or a removable hard disk, or that does not behave
like one, is called a Not Direct Access Device.

Such a device is not configured with GDTSETUP and does not form a Logical or Host
Drive. SCSI devices of this kind are either operated through the ASPI interface (Advanced
SCSI programming Interface) (MS-DOS, Windows, Novell NetWare or OS/2), or are directly
accessed from the operating system (UNIX, Windows NT). For more information on how to
use these devices, please refer to the corresponding chapters of this manual. Note: hard
disks and removable hard disks are called Direct Access Devices. However, there are some Not
Direct Access Devices, for instance certain MO drives, which can be operated just like remov-
able hard disks if they have been appropriately configured before (for example by changing
their jumper setting).

But enough on the dry theory. Now here are the examples which explain step by step
all the necessary basics for setting up Host Drives with your ICP Controller

C.6 Example 1 - Installing a Single SCSI Hard Disk

This example is applicable to all ICP Controllers.
We presume that the controller and the SCSI hard disks have been installed properly.

Step 1: Loading GDTSETUP
You can load GDTSETUP in two ways:

1. Press the <CTRL><G> key combination when the GDT BIOS message comes up (shortly
after switching on the computer) and load GDTSETUP from the Flash-RAM of the ICP
Controller. In this case no operating system is required.
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If GDTSETUP was loaded this way, there is an "R" (ROM) behind the version number.

2. Load GDTSETUP from disk under MS-DOS. Boot the MS-DOS-operating system (either
from a boot-floppy or from an already existing boot drive, i.e., IDE-hard disk etc.). In or-
der for GDTSETUP to work properly, you have to load the device driver GDTX00O first.
This can be done in two ways:

a.) Load GDTX000 from the DOS-command level by typing in GDTX000<ENTER>
b.) Load GDTX000 automatically through the CONFIG.SYS file (DEVICE=GDTX000.EXE)

Note: GDTSETUP.EXE as well as GDTX000.EXE are on the System Disk - DOS.
If GDTSETUP was loaded this way, there is a "D" (Disk) behind the version number.

You may now ask what are the differences between the two GDTSETUP variants ?

They are small. The GDTSETUP variant loadable from disk under MS-DOS also additionally
allows the partitioning of Host Drives, which is not possible with GDTSETUP loaded from
the Flash-RAM. Loading GDTSETUP from the Flash-RAM is pretty easy, since there is noth-
ing more required to configure the disk arrays. User's, who have for instance, an NT installa-
tion without a DOS partition, will highly appreciate this Flash-RAM-resident GDTSETUP.

For our example, it is not relevant whether we load GDTSETUP from the Flash-RAM, or from
disk.

Now load GDTSETUP. The first menu asks you to select the desired ICP Controller. In our
example, there is only one ICP Controller installed in the system. Therefore, simply press
<ENTER> and then <F2> to select the Advanced Setup.

GDTSETUP -- Version 3,060 - Sep 30 1997
(C) Copyright 1997 ICP C l;
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The main menu gives you the following options. As mentioned before, we have to go
through levels 1 to 4 to install the SCSI hard disk (with almost nothing to do on levels 3 and
4).

GDTSETUP -- Uension 3,0@D - Sep 30 1997
(C) Copypight 1997 ICP voptex Cunpu?ersgstene GbH

Level

Level 2
onfigure Arpay Drives Level 3
onh?ure Host Drives Level 4
ave Infopmation

F2: Express Setup

Step 2: Configure Physical Devices

Now activate the menu Configure Physical Devices (level 1). A list appears showing all hard
disks found on the ICP Controller’s SCSI channels. If you have a ICP Controller with a differ-
ent number of SCSI channels, the existing SCSI channels are displayed. Note: This screen
will always report all devices that are found to be connected to SCSI-cables, even though
GDTSETUP only allows you to work on Direct Access Devices (and therefore not on tape drives,
DATs, CD ROMs etc.).

The screen shows you:

the channel to which a SCSI device is connected

which SCSI-ID the drive has (the entry SCSI I/O Processor stands for the corresponding
SCSI channel of the ICP Controller. It has the default setting ID 7, as explained in chapter
B)

the initialization status

the SCSI names of the drives

the Read-Write-Status. [RW] = Read + Write

the gross capacity

membership in a Logical, Array or Host Drive

Use the cursor keys T and | to select the drive you wish to initialize. We take the first drive
of channel A in the list. With this drive selected, press <ENTER>.
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GDTSETUP -- Uepsion 3,000 - SEf 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

onfigupe Contpollep
onfigure hysical Devices|i

o| Chn ID LI!N

SCSI 1/0 Processop .

QUANTUM P105% 910-18-94x RH 99 Drive @
TOSHIBA CD-ROM XM-3461TA
SEAGATE STa2168N M 2869
5C81 1
SEAGAT
SEAGA

1

/0 Processop

E STo2168N RH 2669
TE §Ta2168N RH 2869
G §CSI 1/0 Processor
Rescan for new device

A ]
B @
B ]
B ]
B ]
¢ )
¢ @

= D~ e L D -

(Note: On Channel B, SCSI ID 0, is a drive which has been already initialized before. This is
not relevant for our examples).

The Configure Disk menu appears which shows various options.

For our example we choose the Initialize Disk menu option and press <ENTER>.

The parameters within this menu can be changed by pressing <ENTER> and selecting the
new setting.

GDTSETUP -- Vepsion 3,060 - Selz 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmhH

~ Advan |} L
onf i gupe C lep
m[fm’ )

0
of C
o |
a

M
ont1gure Dis
Parame fen/Tnitialize]
[] nitialize Disk

h|Syne. Transfen
Ui|Syne. Transfer Rate ........
De [Disconnect «vvvviviiiin v+ (Enabled)
. (SCSI-TIT) | 2069
(0n) 2869
(0n)
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1. Sync. Transfer: Enable

The SCSI-bus allows an asynchronous and a synchronous transfer. Every SCSI device must
be able to perform the first type of transfer, the second one is optional. The advantage of
the synchronous transfer lies in a higher data transfer rate as the signal transfer times on
the possibly long SCSI-cable have no influence on the transfer rate anymore. Two SCSI-bus
participants wanting to exchange data between each other have to check if and how (i.e.,
with which parameters) a synchronous data transfer between them is possible. Therefore,
the mere setting does not automatically enable synchronous data transfer; this mode is
only effective if both devices support it and after they have checked their capability of com-
municating with each other in this mode.

2. Sync. Transfer Rate

The maximum synchronous transfer rate can be limited. This limitation may become neces-
sary if a particular SCSI cabling does not allow the maximum rate the drive and the con-
troller could achieve. In our example, we leave the rate at 20.0 MB/s (for Wide SCSI at 20.0
MB/s and Wide & Ultra SCSI at 40.0 MBY/s).

Note: In order to select a transfer rate above 10.0 MB/s the Protocol has to be set to SCSI-III.

3. Disconnect: Enable

The concept of the SCSI-bus allows several participants (8 IDs with 8 LUNs each). All these
participants should be able to use the bus in a manner that causes the least reciprocal dis-
turbance or obstruction. A participant should therefore vacate the bus if he does not need
it. For reasons of performance, it is particularly important to guarantee a high degree of
overlapping of the actions on the SCSI-bus. This high degree of overlapping can be achieved
if a SCSI device is allowed to disconnect, thus leaving the bus to be used by other partici-
pants. If there is only one SCSI device connected to the SCSI-bus, Disconnect should be dis-
abled.

4. Protocol

This can be either SCSI-Il or SCSI-III.

If you select SCSI-III make sure, that your hard disk supports this protocol. Most new multi-
GB hard disks support SCSI-1lI. To enable Ultra (FAST-20) transfer rates (Narrow: 20 MB/s;
Wide: 40 MB/s) SCSI-1lI protocol is required.

5. Disk Read Cache / Disk Write Cache / Tagged Queues

If a drive supports particular SCSI features you enable them (On).

Note: Most of the modern drives support disk caching (read and write). Some do not sup-
port Tagged Queues.

Press <ESC> to leave the Initialize Disk menu.
GDTSETUP displays a warning on the destruction of all data. This implies two different
evaluations, according to the drive’s current state and the options you have selected:

1. First Initialization of the SCSI Device.
In this case the warning must be taken seriously. If the drive was previously connected to
a different controller (e.g., NCR etc.) and still contains data, this data will be lost now.

2. The SCSI Device was already initialized.
If only internal parameters, such as Disconnect, Synchronous Transfer and SCSI-Il op-
tions have been changed, the data on the drive remains intact. Only the function state of
the device is changed.
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GDTSETUP -- Uepsion 3,000 - SEf 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

onfigupe Contpollep
onfigure hysical Devices|i

) elect
o| Chn ID LUN VUendor Product fitte, Cap(MB) Drive
o |
Initialization of disk will desteoy all data,
P Continue ?
[
h|Sune
Ui|Sync. Transfer Rate .
De|D1sconnect

Lo|Disk Read ¢
Un|Disk Hrite Cache

Press <Y> and we are back on the main screen of level 1 and see that the initialization-
status of the SCSI device has changed.

GDTSETUP -- Uepsion 3,08D - Sep 30 1997
(C) Copyright 1997 ICP vontex Cunpufersystene GmbH

- Hdv etup
onfigure Controller
onfigure hysical Devices|@:

I 1/0 Processop .
i QUANTUM Pi@35 910-18-94x RH 99 Drive @
HIBA CD-ROM XM-3401TA
GATE STa2168N M 2869
I 1/0 Processop
GATE STa2168N M 2869
GATE STa2168N RH 2869
§CSI 1/0 Processor
escan for new device

5C8
QUA
108
SEA
5C8
SEA
SEA

Step 3: Configure Logical Drives

We now leave level 1 (by pressing the <ESC>-key) and are back in the main menu. Now,

with the cursor keys T and { select Configure Logical Drives and go to level 2 by pressing
<ENTER>
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GDTSETUP -- Uepsion 3,08D - Sep 30 1997
1997 ICP vortex Computersy

P
Conf igupe Cnntruller

Configure Fhysical Devices
Configure ogical Dpives
onfigure Appay Drives

Cunflfure Host Dpives
Save Information
F2: Express Setup

The main screen of level 2 appears. Move the selection bar to Create new Logical Drive and
press <ENTER> .

GDTSETUP -- Uersion 3,800 - SeT 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmbH

efup
Configure Controllep
Configure Physical Devices
ein!lﬁﬁmﬂ!llﬂémﬂinllﬂiﬂ!!ﬂl! i
Ho. Hame Status nttrlb Capacltg Type belungs to
hoot_me ok 9 MB Disk Host @

Note: The already existing Logical Drive in this list has no relevance for our example.
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GDTSETUP -- Vepsion 3,08D - Sex: 30 1997
(C) Copyright 1997 ICP vortex Compu

ersysteme GmhH

onfigure Contpoller
onfigure Physical Devices
onfigure ‘ogical Drives

lec I
No ELT Status nttm]n Capaclt Type l:elungs to
hoot me ok 99M bisk  Host
r'ea e new Logica mue
Fhysica mue
Chn V)] LIJN Uendor- Pruduct‘ I tte, Ca (HB) Drive

@ SEAGATE STo2168N RH 2869

@  SEAGATE STo2168N RH 2869
B  SEAGATE ST32168N_ RH 2869

SPACE: Select/Deselect drive, ENTER: End selection

Select the initialized hard disk with the <SPACE>-bar (it becomes marked with an "*") and
press <ENTER>.

GDTSETUP -- Uepsion 3,08D - Sep 30 1997
(C) Copyright 1997 ICP vontex Cunpul()er'systene GmbH

v P
onf igure Cnntr'oller'
onf i gupe Ph sigal Devices
elec

o
@ (Do you want to create a SINGLE drive from the selected disk(s) ?
(CAUTION: ALl data will be destroyed ¢

GATE STa216@N 2869

t/])eselect dmue, ENTER End selectmn

For security reasons, you will be asked again if you want to use the selected disk to create a
Logical Drive.

As we are sure of our choice, we confirm with <Yes>. GDTSETUP allows you to limit the
hard disk size for this Logical Drive. This becomes interesting when you configure disk ar-
rays. For this example we use the full capacity and press <ENTER> .
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GOTSETUP -- Vepsion 3,060 - Se¥ 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmhH

- CUp
onfigure Contpallep
onfigure Physical Devices
elect Logical Dpive
No. Hame Status Attpih, Capacity Type belungsatu

@ hoot me ok
AT PRV TSTTM | Drive Size (1,.2868 MB): 2068 ]

elec
Chn 1D LQN Uandor Prod t ht ME)
SEAGATE STa2166N RH 2869
SEAGATE STa2106N RH 2869

SEAGATE STS2168N i 2069
i Select/Deselect drive, ENTER: End selection

DTSETUP -- Version 3,000 - SEf 30 1297 -
ersystene Gm

G
(C) Copyright 1997 ICP vortex Compu

- Hdv etup
onfigure Controller
onfigure Physical Devices

Ho. Name Status Capacitg Type  helongs to
@ ?uug me ok . 33 M8 ?15k Hozt @

greale new Loglcal DPpiye

F2: Drive Information, F3: Load All, F18: Refresh

As you can see, we have already created a new Logical Drive of the type Disk. The name of
the Logical Drive is assigned automatically and contains the channel description and the
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SCSI-ID after the "_". This can serve as a reminder when you install a complex system with
many drives. (Naturally, you may change the name.)
This concludes the installation on level 2. Now press the <ESC>-key to leave this screen.

Since we have only a single disk assigned to a Logical Drive, there is nothing to do in the
Configure Array Drives menu, thus we go directly to the Configure Host Drives menu and have no
Step 4.

Step 5: Configure Host Drives

We are now back in the main menu of GDTSETUP and select Configure Host Drive.

The main screen of level 4 appears. Press <ENTER> . A list of available Host Drives is dis-
played. Again, the first entry is not relevant for our example.

At position 1 we find our previously configured Logical Drive. It was automatically trans-
formed into a Host Drive, thus for this example we have nothing to do in this menu.

GDTSETUP -- Uepsion 3,08D - Sep 30 1997
(C) Copyright 1997 ICP vontex Cunpul()er'systene GmbH

P
Conf igupe Cnntr'uller'
Configure Physical Devices
Configure Logical Drives

onfigupe Appay Drives
Con! I?_lur'e nsi_mues

e st Dpiy
Ho. Hame Status ?ttm]: Capacl'tqg Type  helongs to

@ DISK AB ok 1sk Logical @

reafe new flost Drive

F2: Deive Information, F1B: Refresh

Press <ENTER> to get a list of possible menu options.
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GDTSETUP -- Uepsion 3,000 - Se;ta 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

Host Drive
wap fost Drives
Renove Host Drive

§plit Host Drive
Menge Host Drives

—_——| % o5t Drly
Partition Drive ht tm]: Capacltg Type  lhelongs to

—————— I MB Disk  Logical B
M |Overur, Master Boot Code M_.iﬂlilm_ﬂﬁm_

Information, F1@; Refpesh

We should not forget to mention, that if you would have selected Create new Host Drive, this
would have lead you to the same menu as the Express Setup mode.

But this example is an exercise which should help you to gain a better understanding of
how the ICP Controller and GDTSETUP work. So don't believe we let you do redundant
homework.

By the way, if you have loaded GDTSETUP from the Flash-RAM (<CTRL><G>) the Partition
Drive option will be missing in this menu. The reason is that partitioning makes no sense
when there is not an operating system loaded and the INT13H extension of the ICP Con-
troller has not yet been activated.

Step 6: Leaving GDTSETUP
We are now back in the main menu of GDTSETUP. The installation is completed, and we
therefore leave GDTSETUP by pressing the <ESC>-key. The following message appears:
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GDTSETUP -- Uepsion 3,000 - Se;ta 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

Configuration of deivel(s) was modified,

System will he rehooted,
Press any key to pehoot ¢

As we are done with the installation and therefore definitely want to leave GDTSETUP, we
press any key.

IMPORTANT: Always end GDTSETUP by leaving the program in the regular way (do
not warm-boot with CTRL-ALT-DEL or cold boot by pressing the RESET button). Cer-
tain information is only transferred to the controller when you leave GDTSETUP in
the regular way.

The Host Drive we have configured in this example is now ready for the installation of the
desired operating system.
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C.7 Example 2 - Installing a Mirroring Array - RAID 1

This example is applicable to all ICP Controllers.

It is our intention to install a Mirroring Array consisting of two identical hard disks. In the
classical terminology of the RAID levels this is called a RAID 1 disk array.

We presume that the controller and the SCSI hard disks have been properly installed. Step
1 of the installation is the same as in the first example, therefore we do not explain it again.
Step 2 regards the initialization of the second SCSI device. Proceed as described in the first
example.

Step 3: Configure Logical Drives

We now leave level 1 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys T and ¥ select Configure Logical Drives and go to level 2 by pressing
<ENTER>.

GDTSETUP -- Uersion 3,080 - Se;ta 38 1997
{C) Copyright 1997 ICP vontex Compu

epsysteme GmbH

- Advanced Setup
Configupe Contpollep

Configure Physical Devices
onfigure ogical Drives
onfigure Apray Drives

Cnnl‘i?ur‘e Host Drives
Save Information
F2: Express Setup

The main screen of level 2 appears. Move the selection bar to Create new Logical Drive and
press <ENTER> .

89
Chapter € - Quick-Setup



GDTSETUP -- Uepsion 3,000 - SEf 38 1997
(C) Copyright 1997 ICP vontex Compu

epsysteme GmbH

onf i qupe Controllep
onfigure Physical Devices
Ho. Nawe Status 'm]:] Capacltg Type  helongs to

@ hoot we ok Disk  Host
1 DISK Az uk 2068 MB Disk 1

Note: The already existing Logical Drive in the first position of this list has no relevance for
our example. The second entry was created before.

GDTSETUP -- Version 3,088D - Sep 3@ 1997
(C) Copyright 1997 ICP vortex Cunpu?ersgstene GmbH

v P
onf i gure Contruller
onfigure Physical Devices
!unH.l gupe  0g 1ca_@1ues |

elec

Ho. Name Status httrih, Capacitg Type  helongs to
@ hoot_me ok [ ] 99 MB Disk Host @
1 DISK A2 ok [RW 1 2068 MB Dizk  Host
veate new Logica mue

Fhysical Deive
Chn ID LI!N Uendur' Pruduct‘ ﬁlgtr'. Cay (hFIB? Drive

G B a SEAGATE $Ta2l6@N HN 2969
C SEAGATE STS2168N
SPRCE Select/Deselect dpive, ENTER End selectmn

Select the initialized hard disk with the <SPACE>-bar (it becomes marked with an "*") and
press <ENTER>.

920
Chapter € - GDT User's Manval



GDTSETUP -- Uepsion 3,000 - Se;ta 38 1997
(C) Copyright 1997 ICP vontex Compu

epsysteme GmbH

onf i qupe Controllep
onfigure Physical Devices
1
Do you want to create a SINGLE drive from the selected disk(s) ?
(CAUTION: ALl data will be destroyed ) (¥/N)

@ 8  SEAGATE STa2168N H 2069
6 @  SEAGATE ST216BN il 20869
SPACE: Select/Deselect dpive, ENTER: End selection

For security reasons, you will be asked again if you want to use the selected disk to create a
Logical Drive.

As we are sure of our choice, we confirm with <Yes>. GDTSETUP allows you to limit the
hard disk size for this Logical Drive. This becomes interesting when you configure disk ar-
rays. For this example we use the full capacity and press <ENTER> .

GDTSETUP -- Vepsion 3,060 - Sex: 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmhH

— fdvanced &e tup
onfigure Contpoller
onfigure Physical Devices
ﬂH.lure ogica _ﬂues l

iy

elect Logical Dnive
No. Name Status Atteib, Capacity Type  helongs to

@ hoot me ok — ')
AT PRV TSI | Drive Size (1..2068 MB): 2068 ]

elec
Chn 1D LI!N Jendor Prod t ht )

SEAGATE STaZl6EN RH 2869

SEAGATE STaZl66N RH 2869

SEAGATE STS2166N RH 2869
» Select/Deselect drive, ENTER: End selection

The dialog box is closed and we are back in the main menu of level 2.
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GDTSETUP -- Uepsion 3,000 - Se;ta 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

- Advanced Sefup

Configure Controllep

Configure Physical Devices
elect Logiea e

Ho. Hame Status rib, Cap 3 Type ]:elungsgtu

@ hoot we ok ] 99 M Disk  Host

L__DIskse_ok 2068 M Disk ot 1

w Logical Dniye
F2: Dpive Information, d All, F1B: Refpesh

As you can see, we have created another Logical Drive of the type Disk. The name of the
Logical Drive is assigned automatically and contains the channel description and the SCSI-
ID after the "_" . This can serve as a reminder when you install a complex system with many
drives. (Naturally, you may change the name.)

This concludes the installation on level 2. Now press the <ESC>-key to leave this screen.

In the next step it is our objective to add the third Logical Drive in this list as a mirroring
partner to the second Logical Drive of the list, thus configuring a RAID 1 disk array.

Step 4: Configure Array Drives

We now leave level 2 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys T and | select Configure Array Drives and go to level 3 by pressing
<ENTER>.
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- Hdvanced Setup
Configure Controllep
Configure Physical Devices

Configure Logical Drives
Con Hllur'e pray Dpives |

elact fppa
No, Hame Statt'ls fittrih,

Since we want to create a new Array Drive press <ENTER>.
Note: The first entry in this list has no relevance for our example.

GDTSETUP -- Uepsion 3,000 - SEf 38 1997
(C) Copyright 1997 ICP vortex Computersysteme GmbH

P
Conf igupe Cnntmller‘
Configure Physical Devices

Configure Logical Drives
.0n! Hllur'e Pra _mues
Hpra
No. Nawe Status nttm]: aaclt Type  helongs to

elect Drives
1'1]:] Capacltg Tgpe belungsgtu

Ho. Name Status At
[ Iliust

@ hoot me ok

t
H
I

b4 I

_hd 0 st
SPACE: Select/Deselect drive, F2: Select naster\, ENTER: End selection

Move the selection bar to the second entry and press the <SPACE>-bar. The entry is marked
with an "M" for Master. This means that the data from this Logical Drive are copied to the
second Logical Drive, which we will select next.
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- Hdvanced Setup
Configure Controllep
Configure Physical Devices

Configure Logical Drives
Con Hllur'e pray Dpives |
elec

Ho. Name Status kelongs to
@ hoot me ok ] Iliost ']

_HE 0 st
SPACE: Select/Deselect dpive, F2: Select naster\, ENTER: End selection

Move the selection bar with the cursor key | to the next entry and press the <SPACE>-bar,
again. It is marked with an "*"(pressing the <SPACE>-bar again undoes your choice).

GDTSETUP -- Vepcion 3,B@D - Sep 3@ 1997
(C) Copypight 1997 ICP voptex Cunpu%ersgstene GbH

fidvanced Setup
Configure Contpollep
Configure Physical Devices

Configure Logical Drives
Con| Hll gure rray DInives |
elec

No. Name Status Capacit Type  helongs to
99 Mg ] isk

@ hoot_me ok Host
M1 IEISIIC A2 ok 2868 MB ])15k I;Iust 1

When the Logical Drive is selected, confirm with <ENTER>. GDTSETUP displays now a list
of possible RAID levels, available with the number of Logical Drives selected. In our case it
is RAID-0 (data striping) and RAID 1. Move the selection bar to RAID-1 and press <ENTER>.
(Note: RAID levels 4, 5 and 10 are only available with ICP Controllers which are equipped
with the RAIDYNE firmware).
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GDTSETUP -- Uersion 3,800 - Seia 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmbH

etup
Configure Controllep
Configure Physical Devices

Configure Logical Drives
o Hllur'e pray Dpives |
elec

Ho. Nawe Statt'ls

GDTSETUP displays a security request, which we answer with <Y>.

GDTSETUP -- Uepsion 3,08D - Sep 30 1997
(C) Copyright 1997 ICP vontex Cunpufersystene GmbH

[Up
Configure Controllep
Configure Physical Devices

Configure Logical Dpives
.oni Hllur'e pray Dpives |

Do you want to create a Array Dpive from the selected dpives ?
(CAUTION: ALl data will be destroyed *) (Y/N)

As you can easily recognize, we have created a new Array Drive of the Type RAID-1. Its state
is build. When we leave GDTSETUP at the end of this example, you will see that the ICP
Controller automatically copies the data of the first Logical Drive (our master) to the second
Logical Drive. During this synchronization the RAID-1 array is fully operational.
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The functioning of a RAID-1, or mirroring, disk array, is easy to understand: On the ICP Con-
troller, one write-access from the host computer is transformed into two write-accesses (to
both Logical Drives forming the mirroring array). If the two Logical Drives are built of hard
disks, which are connected with different SCSI channels of the ICP Controller, both write-
accesses are performed simultaneously (this method is often called Disk Duplexing). During a
read-access of the host computer the data will be read from the Logical Drive whose hard
disk has the fastest access to the data requested.

If a hard disk should fail (for instance due to a mechanical defect), all data is still available
on the other Logical Drive. In this event, the controller gives an acoustical alarm.

GDTSETUP -- Uersion 3,800 - Selta 30 1997
(C) Copyright 1997 ICP vontex G

- Hdvanced Setup
Configure Contpollep
Configure Physical Devices

Configure Logical Drives
!iﬂiIlaﬂﬁilllﬂiﬁﬂllHii!!!ﬂlll
Status

Teate new Array

No, Nang
)

PlYe
F2: Dpive Information, F1B: Refrech

Steps 5 and 6 are the same as in example 1.

C.8 Example 3 - Installing a RAID 5 Disk Array

This example is applicable to ICP Controllers with the RAIDYNE firmware.
The controller we use is the ICP Controller with three SCSI channels.

C.8.1 Mechanical Structure, Electrical Connections

Whether to install the SCSI hard disks into the computer case or into a separate disk sub-
system enclosure strongly depends on your individual hardware equipment, therefore we
shall not discuss it here. However, it is very important that the hard disks and the ICP Con-
troller are cooled with a sufficient and constant air flow and that the power supply of the
system is strong enough for the desired configuration. You may use a separate power sup-
ply for each hard disk in order to avoid power failure (what sense does a redundant Host
Drive make if all hard disks forming the Host Drive are operated with one single power sup-
ply and this power supply fails ?). All participants of a SCSI-bus must have a different SCSI-
ID. In addition, both ends of the SCSI-cable must be equipped with SCSI-bus terminator
resistors. The SCSI-bus termination is crucial, since it is highly probable that a wrongly ter-
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minated SCSI-bus will cause malfunctions of the connected devices and data transfer
problems. The ICP Controller for this example has three independent SCSI channels: A, B,
C. In our example, two SCSI hard disks are connected to channel A (DR1, DR2), one to
channel B (DR3) and two to channel C (DR4, DR5). Our connection scheme is:

GDT-Channel A——DR1——DR2
GDT-Channel B——DR3
GDT-Channel C——DR4 ——DR5

We make sure that all three channels have a proper SCSI bus termination. The SCSI-IDs are
set according to the following list:

GDT channel A

ID 7 (default)
IDO

DR1

DR2 ID6

GDT channel B ID 7 (default)
DR3 ID 2

GDT channel C ID 7 (default)
DR4 ID 2

DR5 ID 4

Also three SCSI-cables are needed. The cables for channel A and C have three connectors,
where the cable for channel B has four, of which two connectors are used by a hard disk and
a CD-ROM drive which are not relevant for our example.

Please note: bad SCSI-cables, wrong SCSI-IDs as well as a wrong termination of the
busses are responsible for 95% of all possible errors !

In addition, it is essential that the hard disks and the controller be connected to the SCSI-
cable with the right orientation. Although SCSI-cables are keyed, you should cross-check if
all connectors of the cable have been pressed matching the correct key, especially when
using home-made cables.

We recommend terminating the SCSI-cables at their ends opposite to the controller by
means of so-called external terminator packs. These packs receive their terminator power
directly from the cable. In this case, the termination is to be removed from or disabled on
all hard disks. In order to get the best signal quality on the cable, the external terminator
packs should have an active SCSI termination. Advantage: If you use the termination of a
hard disk and this hard disk happens to fail in a manner that harms the bus termination,
then it may occur that all devices connected to this cable do not function properly. There-
fore, it is sensible to use external terminators for reasons of redundancy.

C.8.2 Setting up a RAID 5 Disk Array

Step 1: Loading GDTSETUP
You can load GDTSETUP in two ways:

1. Press the <CTRL><G> key combination when the GDT BIOS message comes up (shortly
after switching on the computer) and load GDTSETUP from the Flash-RAM of the ICP
Controller. In this case no operating system is required.

If GDTSETUP was loaded this way, there is an "R" (ROM) behind the version number.

2. Load GDTSETUP from disk under MS-DOS. Boot the MS-DOS-operating system (either
from a boot-floppy or from an already existing boot drive, i.e., IDE-hard disk etc.). In or-
der for GDTSETUP to work properly, you have to load the device driver GDTX000 first.
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This can be done in two ways:

a.) Load GDTX000 from the DOS-command level by typing in GDTX000<ENTER>
b.) Load GDTX000 automatically through the CONFIG.SYS file (DEVICE=GDTX000.EXE)

Note: GDTSETUP.EXE as well as GDTX000.EXE are on the System Disk - DOS.
If GDTSETUP was loaded this way, there is a "D" (Disk) behind the version number.

You may ask now, what are the differences between the two GDTSETUP variants ?

They are small. The GDTSETUP variant loadable from disk under MS-DOS also additionally
allows the partitioning of Host Drives which is not possible with GDTSETUP loaded from
the Flash-RAM. Loading GDTSETUP from the Flash-RAM is pretty comfortable, since there
is nothing more required to configure the disk arrays. User's, who have for instance, an NT
installation without a DOS partition, will highly appreciate this Flash-RAM-resident
GDTSETUP.

For our example, it is not relevant, whether we load GDTSETUP from the Flash-RAM, or
from disk.

Now load GDTSETUP. The first menu asks you to select the desired ICP Controller. In our
example there is only one ICP Controller installed in the system. Therefore simply press
<ENTER> and then <F2> to select the Advanced Setup.

DTSETUP -- Uepcion 3,080 - Sep 38 1997
() Cupumght 1997 ICP vortex Cunpu?

epsystene GubH

onf igu llep
onflgure hysical Deviges
onfigure Logical Drives

onfigure Arpray Dpives
onh?ure Host Drives
ave Information

F2: Express Setup

Step 2: Configure Physical Devices

Now activate the menu Configure Physical Devices (level 1). A list appears showing all hard
disks found on the ICP Controller’s SCSI channels. If you have a ICP Controller with a differ-
ent number of SCSI channels, the existing SCSI channels are displayed. Note: This screen
will always report all devices that are found to be connected to SCSI-cables, even though
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GDTSETUP only allows you to work on Direct Access Devices (and therefore not on tape drives,
DATs, CD ROMs etc.).

GDTSETUP -- Version 3,060 - Se;: 30 1997
(C) Copyright 1997 ICP vortex Computenrsysteme GwhH

~ Rdvanced e tup
Configure Controller
Configure hysical Devices
Phys1ca

0 elect
Co| Chn Il') LI!N Uendop Pr'uducf‘

b

. SCS1 [/0 Procescop

i QUANTLIM P165S 91@-1@8-94x R
SEAGATE $TS2166N R
TOSHIBA CD-ROM XM-3401TA
§CS1 [/0 Processop
SEAGATE STS2160N R
SEAGATE STS2160N R
SCE1 /0 Processop

Rescan for new device

A
B
B
B
B
G
G

=3 R D = I LA D D =3

The screen shows you:

= the channel to which a SCSI device is connected

= which SCSI-ID the drive has (the entry SCSI 1/0 Processor stands for the corresponding
SCSI channel of the ICP Controller. It has the default setting ID 7, as explained in chapter
B)

the initialization state

the SCSI names of the drives

the Read-Write-state. [RW] = Read + Write

the gross capacity

membership in a Logical, Array or Host Drive

Use the cursor keys T and | to select the drive you wish to initialize. We start with the first
drive of the list. With this drive selected, press <ENTER>.

(Note: On Channel B, SCSI IDs 0 and 5, are devices which are not relevant for our example.)

The Configure Disk menu appears which shows various options.

For our example we choose the Initialize Disk menu option and press <ENTER>.

The parameters within this menu can be changed by pressing <ENTER> and selecting the
new setting.
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GDTSETUP -- Vepsion 3,08D - Sex: 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmhH

fidvan || L
onf i ure C ler
E - Physical Drive
0 C}m ID LI]N Uendur' Pr'ucluct fittr, Cap(MB) Drive
(1] HLH hid ai
a unl upe ﬂ! FI ﬁh EEE&

Ty
[] nitialize Disk 99 Drive @
2069

Sung, Transfer . ovvvvvinnn,
Ui|Sync. Transfer Rate ..
De (Disconnect uuviiannnn

1. Sync. Transfer: Enable

The SCSI-bus allows an asynchronous and a synchronous transfer. Every SCSI device must
be able to perform the first type of transfer, the second one is optional. The advantage of
the synchronous transfer lies in a higher data transfer rate as the signal transfer times on
the possibly long SCSI-cable have no influence on the transfer rate anymore. Two SCSI-bus
participants wanting to exchange data between each other have to check if and how (i.e.,
with which parameters) a synchronous data transfer between them is possible. Therefore,
the mere setting does not automatically enable synchronous data transfer; this mode is
only effective if both devices support it and after they have checked their capability of com-
municating with each other in this mode.

2. Sync. Transfer Rate

The maximum synchronous transfer rate can be limited. This limitation may become neces-
sary if a particular SCSI cabling does not allow the maximum rate the drive and the con-
troller could achieve. In our example, we leave the rate at 20.0 MB/s (for Wide SCSI at 20.0
MB/s and Wide & Ultra SCSI at 40.0 MBY/s).

Note: In order to select a transfer rate above 10.0 MB/s the Protocol has to be set to SCSI-III.

3. Disconnect: Enable

The concept of the SCSI-bus allows several participants (8 IDs with 8 LUNs each). All these
participants should be able to use the bus in a manner that causes the least reciprocal dis-
turbance or obstruction. A participant should therefore vacate the bus if he does not need
it. For reasons of performance, it is particularly important to guarantee a high degree of
overlapping of the actions on the SCSI-bus. This high degree of overlapping can be achieved
if a SCSI device is allowed to disconnect, thus leaving the bus to be used by other partici-
pants. If there is only one SCSI device connected to the SCSI-bus, Disconnect should be dis-
abled.
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4. Protocol

This can be either SCSI-Il or SCSI-III.

If you select SCSI-IIl make sure, that your hard disk supports this protocol. Most new multi-
GB hard disks support SCSI-1lI. To enable Ultra (FAST-20) transfer rates (Narrow: 20 MB/s;
Wide: 40 MB/s), SCSI-III protocol is required.

5. Disk Read Cache / Disk Write Cache / Tagged Queues

If a drive supports particular SCSI features you enable them (On).

Note: Most of the modern drives support disk caching (read and write). Some do not sup-
port Tagged Queues.

Press <ESC> to leave the Initialize Disk menu.
GDTSETUP displays a warning on the destruction of all data. This implies two different
evaluations, according to the drive’s current state and the options you have selected:

1. First Initialization of the SCSI Device.
In this case the warning must be taken seriously. If the drive was previously connected
to a different controller (e.g., NCR etc.) and still contains data, this data will be lost now.

2. The SCSI Device was already initialized.
If only internal parameters, such as Disconnect, Synchronous Transfer and SCSI-Il op-
tions have been changed, the data on the drive remains intact. Only the function state of
the device is changed.

DTSETUP -- Uepsion 3,000 - Sep 38 1997
() Copumht 1997 ICP vortex Cunpult)er'sustene GmbH

Configure Controllep
onf1gupe hysical Devices

elect Physical Deiv
Co Chn I]) LUN Vendor Product fitte, Cap(MB) Dpive
[ |

Initialization of disk will desteoy all data,

Continue ?

Press <Y> and we are back on the main screen of level 1 and see that the initialization-state
of the SCSI device has changed.
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GDTSETUP -- Uepsion 3,000 - SEf 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

onfigupe Contpollep
onfigure hysical Devices|g:

elect
o| Chn I? LQN Vendor Produ

1/0 Processop .
TUM P105§ 910-18-94x RH 99 Drive @
ATE ST3216 2869

I?ﬂ CD-ROM XM-3401TA

1

i

/0 Processop
ATE STaZl6EN RH 2669
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Initialize the remaining four SEAGATE drives as described above, that is:

= Select the device with the cursor keys T and | and press the <ENTER>-key
= Choose the settings shown above
= Carry out the initialization

When the initialization of the last SCSI device has been completed, the screen should look
as follows (a small i (i = initialized) must follow the SCSI-ID of each SCSI device):

GDTSETUP -- Uersion 3,800 - SeT 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmbH

efup
unfl ure Controllen
onf1gure hysical Devices
elect Physical Drive -
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Rescan for new device
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Important: Moving to the next level (Configure Logical Drives) only makes sense if all SCSI
devices you need there are initialized.

Step 3: Configure Logical Drives

We now leave level 1 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys T and { select Configure Logical Drives and go to level 2 by pressing
<ENTER>.

DTSETUR -- Uepsion 3,800 - Sep 38 1997
() Cupgmght 1997 ICP vortex Cunpulf)

ersysteme GmhH

P
Conf igupe Cnntml lep

Configure Fhysical Devices
onfigure ogical Drives
onfigure Array Dpives

Cnni‘i?ure Host Drives
Save Information
F2: Exppess Setup

The main screen of level 2 appears Move the selectlon bar to Create new Logical Drives and
press <ENTER> .

GDTSETUP -- Uepsion 3,000 - Se;ta 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

Configure Contpollep
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Note: The already existing Logical Drive in this list has no relevance for our example.

GDTSETUP -- Version 3,088D - Sep 3@ 1997
(C) Copyright 1997 ICP vortex Cunpu%ersgstene GmbH

~ Rdvanced e tup
nfigure Controller

| 0
onfigure Physical Devices
éiﬂiI!Ehlﬂ!lllﬂamﬂiiIIWHIH!!I! |
elec
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reate new Logical Drive
elect Fhysical Doive
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M 2068

il 2068

i 2068
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Select the initialized hard disk with the <SPACE>-bar (it becomes marked with an "*") and
press <ENTER>

GDTSETUP -- Uepgion 3,800 - Sep 3@ 1997
(C) Copyright 1997 ICP vortex Cunpufersustene GmbH

- Advanced Sefup
onfigure Controllep
onfigure Physical Devices
elec
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SEAGATE STH216EN

SEAGATE STH2166N

SEAGATE STI2168N RH 20
lect/Deselect drive, ENTER: End selection

1
1
1
i
§

e

For security reasons, you will be asked again if you want to use the selected disk to create a
Logical Drive. As we are sure of our choice, we confirm with <Yes>. GDTSETUP allows you
to limit the hard disk size for this Logical Drive. This becomes interesting when you config-
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ure disk arrays and you want to make sure that future drives you want to bring into the disk
array (e.g., for the capacity expansion or for replacement purposes) fit. It would be bad luck
if the new drive only had 2067 MB. GDTSETUP couldn't accept it. To avoid this occuring, you
could limit the capacity of each drive to 2000 MB. Any new 2 GB drive must have at least
this capacity. The 68 MB in our example would be lost. For this example we use the full ca-
pacity and press <ENTER> .

GDTSETUP -- Vepsion 3,08D - Sep 3@ 1997
(C) Copyright 1997 ICP vortex Cunpuiersgstene GmbH

vanced Setup
Configure Controller
Confi ure Ph sical Devices
|
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GDTSETUP -- Uersion 3,800 - Selta 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmbH
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As you can see, we have already created a new Logical Drive of the type Disk. The name of
the Logical Drive is assigned automatically and contains the channel description and the
SCSI-ID after the " " . This can serve as a reminder when you install a complex system with
many drives. (Naturally, you may change the name.). Now configure the remaining Logical
Drives one by one. Pay attention to choose the SCSI devices alternately from the SCSI
channels. This selection method has a considerable impact on the disk array's performance
because the data is written to the Logical Drives in stripes. If the consecutive Logical Drive
is controlled by another SCSI channel, independent Logical Drive accesses become possi-
ble, resulting in a high degree of overlapping. After having completed these procedures for
all five Logical Drives, you will see the following screen:

GDTSETUP -- Uepsion 3,000 - Se;ta 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

elect Log
Status ib, Capacity Type  helongs to
ok D?sk Host

8 ok Disk

efup
Configure Controllep
Configure Physical Devices

Disk

] !
] i b1
1 Disk b 2
] i 3
1 Disk 4

reate new Logical Drive
F2: Dpive Information, F3: Load All, Fi@; Refpesh

This concludes the installation on level 2. Now press the <ESC>-key to leave this screen.

Step 4: Configure Array Drives

We now leave level 2 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys T and { select Configure Array Drives and go to level 3 by pressing
<ENTER>.
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GDTSETUP -- Uepsion 3,000 - SEf 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

onf igure Cnntrulier .
onfigure Physical Devices

onfigure Logical Drives
!iﬂ!ﬁéﬁlﬂ!llﬁi}ﬂllHHI!!EIIII

elact fppa
No, Hame Stat*s fittrih,

Since we want to create a new Array Drive press <ENTER>.
Note: The first entry in this list has no relevance for our example.

GDTSETUP -- Uepsion 3,000 - SEf 38 1997
(C) Copyright 1997 ICP vortex Computersysteme GmbH

P
unflgure Cnntruller
onfigure Physical Devices

onfigure Logical Drives
einilﬁﬁlﬂ!llﬁiﬁﬂllﬂii!!ﬁﬂlll
elect Array Drive
No. Nawe Status Attribh, Capacity Type  helongs to

elect Drives
Plb] Capacltg Tgpe belungsgtu

Ho. Name Status A
[ D15 Hust

8 bung 3 ok

tt
RU
RL

_ 0 1 st
SR C2 ok [R{ 1 2068 MB Dlsk Host
ok [RH 1 2068 MB Disk  Host
ISKC4 ok [RW 1 2068 MB Disk Host 5
PACE: Select/Deselect drive, F2: Select master, ENTER' End selection

Move the selection bar to the second entry and press the <SPACE>-bar. The entry is marked
with an "M" for Master. This means that the disk array "begins" with this Logical Drive.
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GDTSETUP -- Uepsion 3,000 - Se;ta 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

onf igure Cnntrulier .
onfigure Physical Devices

onfigure Logical Drives
Con Hllur'e Pra _wes

Hiha
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SPRCE Select/])eselect drive, F2: Select master, ENTER: End selaction

Move the selection bar with the cursor key | to the next entry and press the <SPACE>-bar,
again. It is marked with an "*"(pressing the <SPACE>-bar again undoes your choice). Re-
peat this selection until all five Logical Drives are marked.

GDTSETUP -- Vepsion 3,06D - Sep 30 1997
5

elect
Ho. Hame at mb Capamta Type

hoot_me | bisk
DISK_a@ |
DISK_B2 |
DISR_C2 |
DIS]F A6 |

When the last Logical Drive is selected, confirm with <ENTER>. GDTSETUP now displays a
list of possible RAID levels available with the number of Logical Drives selected.
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RAID 1
RAID 4
RAID 5
RAID 10
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pure data striping without redundancy
disk mirroring

data striping with dedicated parity drive
data striping with striped parity

RAID 0 combined with RAID 1

GDTSETUP -- Uersion 3,080 - SEf 38 1997
{C) Copyright 1997 ICP vontex Compu

Controllep

epsysteme GmbH

Configure Physical Devices

Configure Logical Drives
einlﬁéﬁmﬂ!llﬁiﬁﬂlluii!!ﬁﬂlll
elec

No, Hame

Status

In our case we take RAID-5 and press <ENTER>.

[
Conf igupe

GOTSETUP -- Version 3,060 - Sef 30 1397

(C) Copyright 1997 ICP vortex Compu

anced Setup
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ersysteme GmbH
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GDTSETUP asks for the Stripe Size. This is the size of the stripes into which the data is di-
vided. The default is 32KB which we leave for this example and therefore press <ENTER>.
(Note: 32KB stripe size is suggested because in various performance tests it has proved to
be the best value.). GDTSETUP displays a security request, which we confirm with <Y>.

GDTSETUP -- Uersion 3,800 - SeT 30 1997
(C) Copyright 1997 ICP vortex Compu

epsysteme GubH

up
Configure Controllep
Configure Physical Devices

Configure Logical Drives
ond Hllur'e rray Drives  Jf
. |Do you want to create a Array Dpive from the selected dpives ?
(CAUTION: ALl data will be destroyed *) (Y/N)

GDTSETUP allows you to limit the capacity of the disk array. This may be of interest if your
installation requires an exact size for a disk array. Normally, the full capacity is used. In our
example we press <ENTER> .

GOTSETUP -- Vepsion 3,060 - Sel: 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmhH

Configure Contpallep
Configure Physical Devices

Configure Logical Drives
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8
No. Name Status 5 to
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y Driy
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GDTSETUP -- Vepsion 3,08D - Sep 3@ 1997
(C) Copyright 1997 ICP vortex Cunpufersgstene GmhH

- Adv e tup
onfigure Controller
onfigure Physical Devices

onfigure Logical Drives
o Hllure rray Dpives |

No. I:Iane' lI:elon s to

reate new Hrray

It's done !

We succeeded in setting up a RAID 5 disk array. The screen shows that the disk array is cur-
rently in an idle state. Later in this chapter, we shall explain the different states a RAIDYNE
disk array can assume.

We are now back in the main menu of GDTSETUP.

Step 5: Configure Host Drives

We are now back in the main menu of GDTSETUP and select Configure Host Drives.

The main screen of level 4 appears. Press <ENTER> . A list of available Host Drives is dis-
played. Again, the first entry is not relevant for our example.

At position 1 we find our previously configured RAID-5 disk array. It was automatically
transformed into a Host Drive, thus for this example we have nothing to do in this menu.
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Configure Contpollep
Configure Physical Devices

Configure Logical Drives

Configure Array Drives

ﬂunhl gupe nsi_mues

Ho. Hawe Status fttrib, Capacit Tgpe helongs to
II)IS]f Al ok [ 1 . 99 H D1s' Lo ical @

p1YR
F2: Dpive Information, F18; Refpech

Press <ENTER> to get a list of possible menu options.

GDTSETUP -- Uersion 3,800 - Seia 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmbH

Host Dpive
wap Host Drives
Remove Host Drive

Split Host Drive
Merge Host Dpives

Partition Drive ih, Type  helongs to

T —————— Disk  Logical @
Querwr, Master Boot Code m-mmumh-—

Information, F1@; Refpesh

We should not forget to mention that if you would have selected Create new Host Drive, this
would have lead you to exactly the same menu as the Express Setup mode.

But this example is an exercise which should help you to gain a better understanding of
how the ICP Controller and GDTSETUP work.

By the way, if you have loaded GDTSETUP from the Flash-RAM (<CTRL><G>) the Partition
Drive option will be missing in this menu. The reason is that partitioning makes no sense,
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when there is no operating system loaded and the INT13H extension of the ICP Controller
has not yet been activated.

Step 6: Leaving GDTSETUP

We are now back in the main menu of GDTSETUP. The installation is completed, and we
therefore leave GDTSETUP by pressing the <ESC>-key. The following message appears:

GDTSETUP -- Uersion 3,080 - Se;ta 38 1997
{C) Copyright 1997 ICP vontex Computersysteme GmhH

Configuration of deive(s) was wodified,

System wil] he rehooted,
Press any key to pehoot !

As we are done with the installation and therefore definitely want to leave GDTSETUP, we
press any key.

IMPORTANT: Always end GDTSETUP by leaving the program in the regular way (do
not warm-boot with CTRL-ALT-DEL or cold boot by pressing the RESET button). Cer-
tain information is only transferred to the controller when you leave GDTSETUP in
the regular way.

After rebooting the system, load GDTSETUP anew. Change to the Advanced Setup menu,
select Configure Array Drives, and press <ENTER> . As you can see, the disk arrays Status has
changed to build, i.e., the parity information is currently generated and written to the disks
(you may already have noticed the disk activity).
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— fdvanced &e tup
Configure Contpolleyr
Configure Physical Devices

Configure Logical Drives
on Hllure rray Drives |
8

Press <ENTER> and move the selection bar to the Build/Rebuild Progress menu. Press
<ENTER>.

GDTSETUP -- Version 3,088D - Sep 3@ 1997
(C) Copyright 1997 ICP vortex Conpu? rsysteme GbH

fireay Drive
Change Drive Name
Exsand ﬁr-r'ag Drive ]
fidd RAID-1 Component

fidd Hot Fix
Remove Hot Fix Dpive

t
Replace fAr pogress [nformation) Array Hul ;
Remove RAL . ) . LN NS
Remove Apr|Elapsed Time: 08:01:27  Estimated Time: 00:31:23
e — Press ESC to quit \

Hot Fix Pool Access e Information, FiB: Refpesh

arity Uerify
arity Recalculate

From the progress information slider, we can easily see, that the 8 GB disk array is already
built up 11% and that the estimated time for the build process is 31 minutes.

Note: During the build process the disk array is fully operational, but not yet redundant. l.e.,
you could immediately start installing your desired operating system, without having to
wait until this process has finished.
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At the end of this build process the disk arrays state becomes ready (fully redundant).

GDTSETUP -- Uepsion 3,08D - Sep 30 1997
(C) Copyright 1997 ICP vontex Cunpufersystene GmbH

- Advanced Sefup
Configure Controller
Configure Physical Devices

Configure Logical Dpives
.oni Hllur'e pray Dpives |
t

Ho, Name
Y

Now press <ENTER> and move the selection bar to the Parity Verify menu. Press <ENTER>.

GDTSETUP -- Uersion 3,800 - Selta 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmbH

frpay Dpive
Change Drive Hame
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dd Hot Fix
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ﬁﬂlplq:anl!IF...l
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RAIDYNE now checks the correctness of the redundancy information (i.e., calculates the
redundancy information anew and compares it with the already existing information).

115
Chapter € - Quick-Setup



Intelligent Computer Peripherals @

Depending on how large the disk array is, this check may take quite a long time, however, it
can be aborted by pressing <ESC>. Parity Verify is a diagnosis function which enables you to
verify the consistency of a disk array every now and then. We interrupt the verification by
pressing <ESC>. Note: The GDT monitor program GDTMON also includes the parity verify
function. Unlike in GDTSETUP, the disk array’s parity can be checked while the disk array is
fully operational (e.g., in a NetWare file server). Further information on GDTMON is given in
a separate chapter of this manual.

Step 7: Simulating a Drive Failure

This part of our example is optional. Nevertheless, we recommend that you go through it. It
gives you a better understanding of how RAIDYNE reacts in the event of a drive failure and
what you have to do in such a case.

Important: To carry out the drive failure simulation, the disk array must be in the ready state.
Only in this state, has the disk array redundancy.

In order to make the simulation as realistic as possible, we suggest creating an MS-DOS-
partition on the disk array with FDISK. To create disk activity, write a small batch program
which copies data from one directory of this partition to another. While the copy process is
going on, we simulate a drive failure of drive DISK_B2 by removing the drive's DC power
supply cable. (If you choose to let another drive fail, please keep in mind the information on
the SCSI-bus termination given in Step 1). Now we can observe how RAIDYNE reacts:

1. After a short time, the acoustical alarm of the GDT is activated. (Note: this alarm is only
activated when the RAID 5 Array Drive is being accessed).

2. RAIDYNE activates the so-called fail operation state during which the disk array remains
fully operational. The data of the failed drive is calculated by means of the redundant
data stored on the other drives.

The alarm signal does not switch off because the disk array, although operational, is found
in a state without redundancy, that is, a state which should be eliminated as soon as possi-
ble. The alarm signal turns off when GDTSETUP is loaded.

How is this situation reflected in GDTSETUP ?

What has happened to the failed hard disk ?

To answer these questions, we load GDTSETUP and check. We go to the menu Configure Ar-
ray Drives menu and select our RAID-5 disk array which entered the fail state. Press <F2> to
get further information on the failure.
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GDTSETUP -- Vepsion 3,08D - Sex: 30 1997
(C) Copyright 1997 ICP vortex Compu

ersysteme GmhH

onf igure Cuntr_'ull'er .
onfigure Physical Devices

onfigure Logical Drives
on] Hllure rray Irives |
No, I:Iane' Status
pyical Driye(s
Ho. Hame Status ..rigi Cgsacita Type  helongs to

1 ]')IS]IC qa ok ; 468 ME ]')151( Masten

a0 is

SKE_ A6 ok 1 2868 MB Disk

SEC4 ok R 1 2068 MB Disk
F2: Dnive Information

After selecting the failed Logical Drive, press again <F2> to obtain detailed information on
the physical drive which has actually failed.

GOTSETUP -- Vepsion 3,060 - Sel: 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmhH

- U
onfigure Contpallep
onfigure Physical Devices

onfigure Logical Drives
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Important: Even if we reconnected the power supply to DISK_B2 before loading GDTSETUP,
DISK_B2 would not be included in the disk array again. If you decide to use the failed hard
disk again, it is best if you reconnect the drive to the power supply and do a cold boot.
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After loading GDTSETUP select the Configure Array Drives menu. Select the Replace Array Com-
ponent menu

GDTSETUP -- Uepsion 3,08D - Sel: 30 1997
(C) Copyright 1997 ICP vortex Computenrsysteme GwhH

firpay Drive

Change Dpive Nane

san ﬁr-r'a3 rive
oM

RAID-1 anent
I‘J lace ,-il.-rr'a gMponent|

aclty Type  helongs to
b Mg ])?sk Host 1

15
1 2068 NB Disk
1 2868 MB Disk

Press <ENTER> . GDTSETUP recognises the previously failed drive again (it was not really
defective) and asks if it should be integrated into the disk array again.

GDTSETUP -- Uepsion 3,08D - Se;: 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmhH

firpay Drive
Change Deive Name
Exsand nprag Dpive
RAID-1 Component
i ace Hbpay Componen

The failed dnive is available again ¢
WH Do you want to install it in the arpay ? (Y/N)

kA6
DISKZCA ok [AH 1 20868 MB Disk  Host

Build/Rebuild Proyress

Answer <Yes> and the disk array changes its state into rebuild. After leaving GDTSETUP the
controller begins the reconstruction of the data of the failed drive.
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GDTSETUP -- Uersion 3,800 - Seia 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmbH

Configure Contbo .
Configure Physical Devices

Configure Logical Drives
o Hllur'e pray Dpives |

elect Arpa
No. ﬂanf Status Attrib. E; acity | ¢ helan

reate new Array Drive !
F2: Dpive Information, F1B: Refrech

After the completion of this process, the disk array's state changes into ready again.

A few words on the replacement of a defective hard disk of a disk array.

If a hard disk belonging to a disk array for which no Hot Fix drive had been assigned should
fail, you should replace this defective hard disk with a new one as soon as possible. Always be
aware of the fact that this disk array does not have any redundancy until the defective hard
disk has been substituted. This means that if another hard disk should fail while the disk
array is without redundancy, all data is irretrievably lost. RAIDYNE offers two possibilities of
replacing a failed drive of an array for which no Hot Fix drive has been designated:

1. Replacement with GDTSETUP (we have just demonstrated this method)
2. Replacement by using the Hot Plug function of GDTMON

The Hot Plug method allows you to replace a defective drive while the disk array continues
to work and without having to load GDTSETUP. When this method is used, the GDT SCSI
bus to which the defective drive is connected, is temporarily halted (that is, for the time
necessary for replacement), thus enabling you to disconnect the defective drive from the
SCSI bus without any risk. After the replacement, the SCSI channel halt is lifted again and
RAIDYNE automatically begins to rebuild the new drive. The halting and release of the GDT
SCSI channel is controlled by GDTMON, which is available for most operating systems sup-
ported by the ICP Controller. The above mentioned halt of the SCSI bus serves to avoid that
interferences (spikes and glitches) which inevitably occur on the SCSI bus when the defec-
tive drive is disconnected, impair the functioning of still intact drives on this SCSI channel.
However, this implies that none of the SCSI devices of the halted SCSI channel can be ac-
cessed during the time the defective drive is being exchanged. If all drives forming the disk
array are connected to one single SCSI channel the entire disk array cannot be accessed
during the time of replacement. Therefore, it is evident that the ICP Controller should have
as many SCSI channels as possible and that all SCSI devices should be distributed equally
to the available channels in order to avoid that the disk array or other SCSI devices cannot
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be accessed during the Hot Plug drive replacement. The Hot Plug should be carried out as
quickly as possible.

The ICP Controllers also support the Intelligent Fault Bus (DEC ™ fault bus) and SAF-TE.
Both industry standards allow for a replacement without any program interaction. Simply
unplug the defective drive and plug in a new one. To make use of this very comfortable
methods, an intelligent subsystem (supporting either the Intelligent Fault Bus, or SAF-TE)
is required.

We would like to stress that the Hot Fix method is by far the most secure method of
replacing a defective drive while the disk array is operational (see next example). First of all,
because it is completely automatic, and secondly because it does not imply any mechanical
or electrical interventions on the disk array as the Hot Plug method does.

We shall explain GDTMON and the Hot Plug method more thoroughly later in this manual.

C.9 Example 4 - RAID 5 Disk Arrays With a Hot Fix Drive

This example is applicable to ICP Controllers with the RAIDYNE firmware. What we call Hot
Fix drives is referred to as Host Spare drives in some literature. Most part of the installa-
tion is carried out as in our third example, so we do not repeat the explanation.

Do Step 1, Step 2 and Step 3 as described in example no. 3.

Step 4: Configure Array Drives

We now leave level 2 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys T and J select Configure Array Drives and go to level 3 by pressing
<ENTER>.

GOTSETUP -- Uepsion 3,880 - Sep 3@ 1997
(C) Copyright 1997 ICP vortex Cum)ulf)

epsysteme GubH

- Hdvanced Setup
Configure Controllep
Configure Physical Devices
onfigure Logical Dpives
Con] Hllur'e pray Drives |
e

Ho, Name Status

Press <ENTER>. (Note: the Host Drive boot_me is not relevant for our example). Select one
by one the Logical Drives 1, 2, 4 and 5. Omit Logical Drive 3.
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GDTSETUP -- Uepsion 3,000 - Se;ta 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

onf igure Cnntrulier .
onfigure Physical Devices

onfigure Logical Drives
elect Apray Drive
Ho. Hame Status fAttrih, Capacity Type  helongs to
elect Dplves

Ho. Status pacity Type  helongs to
@ 1 99 Mg D?sk Host
1 2068 MB Disk  Host
2 20868 MB Disk  Host
3 2068 MB Disk  Host

% 2060 W _Disk

When the last Logical Drive is selected, confirm with <ENTER>. GDTSETUP now displays a
list of possible RAID levels available with the number of Logical Drives selected.

= RAIDO pure data striping without redundancy
= RAID1 disk mirroring

= RAID4 data striping with dedicated parity drive
= RAID5 data striping with striped parity

= RAID 10 RAID 0 combined with RAID 1
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GDTSETUP -- Uepsion 3,000 - Se;ta 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

- Hdvanced Setup
Configure Controllep
Configure Physical Devices

Configure Logical Drives
Con Hllur'e pray Dpives |
elec

No, Hame Statt'ls

In our case we take RAID-5 and press <ENTER>.

GDTSETUP -- Uepsion 3,08D - Sep 30 1997
(C) Copyright 1997 ICP vontex Cunpufersystene GmbH

etup
Configure Controllep
Configure Physical Devices

Configure Logical Dpives
.oni Hllur'e pray Dpives |
elec

Ho. Nawe Statt'ls

GDTSETUP asks for the Stripe Size. This is the size of the stripes into which the data is di-
vided. The default is 32KB which we leave for this example and therefore press <ENTER>.
(Note: 32KB stripe size is suggested because in various performance tests it has proved to
be the best value.). GDTSETUP displays a security request, which we confirm with <Y>.
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GDTSETUP -- Uepsion 3,000 - Se;ta 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

- Hdvanced Setup
Configure Controllep
Configure Physical Devices

Configure Logical Drives
Con Hllur'e rray Dpives |

Do you want to create a Array Dpive from the selected dpives ?

(CAUTION: ALl data will be destroyed ) (¥/N)

GDTSETUP allows you to limit the capacity of the disk array. This may be of interest if your
installation requires an exact size for a disk array. Normally, the full capacity is used. In our
example we press <ENTER> .

GDTSETUP -- Uepsion 3,00D - Sep 30 1997
() Copyright 1997 ICP vontex Cunpuf psysteme GuhH

- Advanced Sefup
Configure Controller
Configure Physical Devices

Configure Logical Drives
Lon| Hllur'e rray Dpives |

kelun s to

We succeeded in setting up a RAID 5 disk array. The screen shows that the disk array is cur-
rently in an idle state. Later in this chapter, we shall explain the different states a RAIDYNE
disk array can assume.
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Step 5: Creating a Hot Fix Drive
Press again <ENTER> and move the selection bar to the Add Hot Fix Drive menu.

GDTSETUP -- Version 3,060 - Se;: 30 1997
(C) Copyright 1997 ICP vortex Computenrsysteme GwhH

firpay Drive
Change Dpive Nane
san ﬁrra3 rive
RaID-1 unsunent
Replace nrraT omponent
Remove RALD-1 Component

Remove Arvay Dpive elect r'r'a% r'ujg
e — apacity

Attrib,
Al

e .
emove Hof Fix Dnive
Hot Fix Pool Access ¢ Information, F18; Refpesh

arity Uerify
arity Recalculate

uild/Rebuild Progress

Press <ENTER>. GDTSETUP now displays a new dialog-box containing all the Logical
Drives apt to serve as a Hot Fix drive (one criterion for this suitability is the drive's capacity,
i.e., it has to be large enough). So do not be surprised if you do not find all the drives you
would have expected during later installations. GDTSETUP knows which drives are suited to
be used as Hot Fix drives. In our example, GDTSETUP offers the Logical Drive we have omit-
ted during the configuration of the Array Drive.

GOTSETUP -- Vepsion 3,060 - Sel: 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmhH

firpay Drive
Change Drive Hame
Exsand nmg Drive

RAID-1 unEunent

Replace nr\r'af omponent
Remove RAID-1 Component
Remove Appay Dpive elect r'r'ag Iiye
oo ————| _Attrib,Lapacity T

No. I;Iang Status
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Press <ENTER>

GDTSETUP -- Version 3,088D - Sep 3@ 1997
(C) Copyright 1997 ICP vortex Cunpu%ersgstene GmbH

firray Dpive
Change Dpive Nane
san ﬁrrag rive
RaID-1 unEunent
Replace nrraf omponent
Remove RAID-1 Component

Remove Appay Drive

No, qang Status

GDTSETUP offers two different Hot Fix types: A private Hot Fix drive is only available for one
specific disk array. A Hot Fix drive in a Hot Fix Pool can be made available to several disk
arrays (presuming that the capacity fits). In our example we choose the Private Hot Fix drive
and press <ENTER> .

GDTSETUP -- Version 3,060 - Se¥ 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmhH

firray Drive
Change Dpive Name
Exsand ﬂrra% Drive
RAID-1 ungunent
T omponent
Component

Remove Arpay Doive glect Arpay Drive n
5 to |
d Do you want to add the dpive to the arpay ? C(Y/N) |1 RNEEDN

No. Tang to

.
i Wbt ME | I

| uild/Rebuild Progress

Attention: By turning a Logical Drive into a Hot Fix drive, all its data is irretrievably lost
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GDTSETUP -- Uepsion 3,000 - Se;ta 38 1997
(C) Copyright 1997 ICP vontex Computersysteme GmhH

- Hdvanced Setup
Configure Controllep
Configure Physical Devices

Configure Logical Drives
Con Hllur'e pray Dpives |

helongs to
asfen

kM 15

[RH 1 2068 MB Disk

[RH 1 2068 MB Disk . )

[RW 1 2068 MB Disk  Priv, Hot Fix
F2: Dnive Information

After pressing <F2> we get detailed information on the structure of the disk array. The last
entry refers to the Priv. Hot Fix drive.

We have already seen this form before, with the only difference that DISK_C2 has been as-
signed to be the Hot Fix drive. We now leave GDTSETUP as described in example no. 3, in
order to allow GDTSETUP to send all relevant information to the controller and let
RAIDYNE create and store the redundant information.

The question that arises now is:

When and how does the Hot Fix mechanism work ?

Normally, RAIDYNE puts Hot Fix drives in a stand-by mode, that is, their motors are
stopped. However, it may happen that certain operations such as loading drivers, starting
GDTSETUP and so on, cause the Hot Fix drives to start their motors. This takes a little bit
longer, but it is necessary in order to enable RAIDYNE to check the consistency of the
setup. RAIDYNE substitutes a failed hard disk with a Hot Fix drive only if the array was in a
ready state before the failure. Or, in other words, a Hot Fix drive can only be activated if the
corresponding disk array was in a state of data redundancy at the moment of failure.
Important: The following partial step can only be performed if the disk array is in the ready
state.

Step 6: Simulating a Hard Disk Failure When a Hof Fix Drive is Present.

This partial step is optional. However, we recommend that you carry it out in order for you
to get an idea of how RAIDYNE reacts in such a situation and which steps need to be taken.
To have a very realistic simulation, create a DOS-partition and generate load on your disk
array by using a batch file with copy commands. During these copy operations we cause
DISK_B2 to fail by plugging out its power supply. (If you choose to let another drive fail,
keep in mind the section of step 1 referring to the SCSI-bus termination).

We now observe how RAIDYNE reacts:
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1. After a short while, GDT's alarm signal is heard.
(Note: the alarm only goes on when the RAID 5 Array Drive is accessed.)

2. RAIDYNE activates the so-called fail operation mode. In this mode, the disk array re-
mains fully operational. The data of the failed drive is reconstructed by means of the re-
dundancy information stored on the other drives.

3. RAIDYNE starts the motor of the Hot Fix drive.

4. RAIDYNE includes the Hot Fix drive into the disk array and starts to reconstruct the data
and redundancy information. The disk array is now in the operation mode rebuild.

5. The alarm signal is not turned off until a new Hot Fix drive is added to the disk array, or
until GDTSETUP (or GDTMON) is loaded and the missing Hot Fix drive is removed or re-
placed with a new one.

Obviously, no other hard disk may fail until all data is entirely reconstructed on the Hot Fix
drive, because up to that moment the system operates without redundancy.

How is this situation reflected in GDTSETUP?
What has happened to the failed drive ?

To answer these and other questions we load GDTSETUP and check. We go directly to the
menu Configure Array Drive menu. As expected, the disk array is in the rebuild state. Request
the drive information regarding the RAIDS disk array with <F2>.

GDTSETUP -- Uersion 3,800 - Selta 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmbH

P
Configure Controllep
Configure Physical Devices

Configure Logical Drives
o Hllur'e pray Dpives |
]
No, Hame Status
RATD :

Status kelongs to
Masten

]
invalid
ok

Two changes have occurred. The Hot Fix drive DISK_C2 has the state invalid and has jumped
into the position of DISK_B2. DISK_B2 is missing (this is the drive we let fail (disconnected
it from the DC power). Since this disk array was configured to have a hot fix drive, this posi-
tion is still in the list, with the attribute missing.

Leave GDTSETUP and when you are back at the MS-DOS prompt, switch off the system. We
now want to add a new Hot Fix drive to the disk array. For our example we take a brand new
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drive, set its SCSI ID to 3 and connect it to the connector of SCSI channel B, where the pre-
viously failed drive was connected to and to the DC-power supply. Before switching on the
system again, check that the SCSI termination of the new drive is identical to the old one.
After switching on the system again, load GDTX000 and GDTSETUP and initialize the new
drive.

GDTSETUP -- Uersion 3,080 - Se;ta 38 1997
{C) Copyright 1997 ICP vontex Computersysteme GmhH

Configure Disk
:
onfi [Format Dis
Cheek Surface
UView Defects/§tatus
C[Deinitialize Disk fAtte, Cap(MB) Dpive
_—_— 2068 Drive 1

i

RH 2868 Dpive 4
op
9-18-94x RIIJ r9? Drive @

SHIBA CD-ROM XM-

§1 1/0 Processop

HGATE STh2l6BN o 2668 Drive J
AGATE STI2168N TH 26868 Drive 3
51 1/0 Processor

escan for new device

lnlock Disk

10
5
i §E
i §E

5C

3
7
2
4
7
a

GDTSETUP -- Uersion 3,800 - Selta 30 1997
(C) Copyright 1997 ICP vortex Computersysteme GmbH

etup

unhgur'e Controllep
onfigure Physical Devices
e

. Name Status \ Type  helongs to
hoot_me ok 99 D15k Host @
DISK_A@ ok Disk  frpay 1

nissing m fireay 1

DISK C2 ok Disk  frray 1

DISK A6 ok R Disk  frpay 1

DISK C4 ok Disk  #Arpay 1
peate new Logical Drive

eec. 1gsma mue
| ]Im )] LI;N Vendor Pr'ucluns‘ nIEtr'. Ca (I:IB? Drive
: ¥ elect : End se e‘él‘lun
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DISK_B3 is our new Logical Drive, which we want to use as a new Hot Fix drive.
Change to the Configure Array Drives menu. Select our Disk Array and press <ENTER>.

GDTSETUP -- Version 3,060 - Seg 30 1997
(C) Copyright 1997 ICP vortex Computenrsysteme GwhH

firpay Drive
Change Dpive Nane
san ﬁrra3 rive
unsunent

RAID-1
Replace an omponent
Remove RAID-1 Component
Remove Arvay Dpive ¢t A Ip1ye
e — ht acity T

No, I;Iane' . Status

Select Add Hot Fix Drive and thereafter DISK_B3.

DTSETUP -- Uension 3,0@D - Sep 30 1997
() Cupumht 1997 ICP vortex Cunpu?ersgstene GbH

firpay Drive
Change Drive Hame
san nmrag Dpive
RAID-1 unsunent
Replace nrraT omponent
Remove RAID-1 Component
Remove Array Drive

tt
elec
No. I:Iane“ Status
I. mose: e

ool Hov

Select Private Hot Fix and press <ENTER> .
Press <F2> to get the configuration information on this disk array.
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As we can see from the list, DISK_B3 has become the new Hot Fix drive for our RAID5 disk
array.

GDTSETUP -- Version 3,088D - Sep 3@ 1997
(C) Copyright 1997 ICP vortex Cunpu%ersgstene GmbH

Configure Controller
Configure Physical Devices

Configure Logical Drives
o Hllure rray Dpives |

No. I'Iiane' Status

(M 1 2068 NE Disk
[ 1 gE M Disk

[RH 2868 MB Disk  Priv. Hot Fix
F2: Drive Information

DISK_C2 is still invalid (this was our former Hot Fix drive), since the rebuild process is not
yet completed.

C.10 Trying to Answer The Initial Questions

Now, after having demonstrated with examples 3 and 4 how RAID disk arrays are created
with RAIDYNE (we hope you enjoyed it), we would like to return to the questions set down
at the beginning of this chapter. When planning a disk array it is essential that you have
precise ideas on how you intend to configure the disk array.

C.10.1 How Many Hard Disks Should be Integrated Into the Disk Array ?

To answer this question let us have a look at the delimiting parameters, that is, the maxi-
mum and minimum number of drives. The maximum number of physical drives in a disk
array is determined by the number of physical drives the ICP Controller can control (with a
two-channel ICP Controller this number amounts to 14, with a three channel ICP Controller
to 21). In this context, we cannot analyze the many various factors which influence the deci-
sion of whether to integrate all Host Drives into one single RAID Host Drive, or rather create
a number of smaller RAID Host Drives instead. The minimum number of necessary hard
disks depends on the RAID level you wish to realize.
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RAID Level Type of Disk Array Minimum number of hard disks
RAID 0 data striping 2
RAID 1 disk mirroring 2
RAID 4 data striping with parity drive 3
RAID 5 data striping with striped parity 3
RAID 10 data striping and mirroring 4

The desired usable disk space of the disk array as well as the following two issues have a
direct impact on the number of physical hard disks needed.

C.10.2 Which Level of Redundancy is Needed ?

To come straight to the point, RAID 0 (data striping) does not imply any redundancy at all
(the R in front of the AID is rather misleading). On the other hand, a RAID 0 disk array is
pretty fast, since no parity information is required. With RAID 1 (disk mirroring), the data is
100% redundant because it is mirrored. This is definitely the highest level of redundancy,
but the most expensive one, too. An interesting combination of RAID levels 0 and 1 is RAID
10. Two RAID 0 stripe sets are simply mirrored. If one drive fails, the data are still available
on the mirrored drive. With RAID 4 (data striping with dedicated drive) and RAID 5 (data
striping with striped parity), parity information is calculated from the present data with a
simple mathematical operation (eXclusive OR, XOR), and stored either to one dedicated
drive (RAID 4) or to all drives (RAID 5). If one drive should fail, the data of the defective
drive can be reconstructed on the basis of the normal user data and the previously calcu-
lated parity data. RAID levels 4, 5 and 10 can tolerate the failure of one drive just as RAID 1,
but in comparison to the latter, RAID 4, RAID 5 or RAID 10 are less expensive.

As already mentioned before, the entire disk array controlling function is carried out at con-
troller level and therefore does not load the host computer.

Let us have a look at the following table which explains the correlations between the RAID
level, usable disk capacity and number of physical hard disks. To make things easier, we
consider identical 1 GB hard disks:

Usable storage capacity of the disk array

RAID Level 2 hard disks | 3 hard disks | 4 hard disks | 5 hard disks
RAID 0 26B 36B 46B 5GB
RAID 1 1GB 1GB 16B 16B
RAID 4 - 26B 36B 4GB
RAID 5 - 26B 36B 4GB

RAID 10 - - 2GB -

It is quite obvious that the redundancy of level RAID 1 soon becomes very expensive when
more than 2 hard disks are used. Only with RAID 4 and RAID 5 have you a reasonable rela-
tion between storage capacity and expenses for the disk array.

C.10.3 Do we Need Hot Fix drives ?

In other words: Should RAIDYNE automatically reconstruct the lost data after a hard disk
failure ?

One of the reasons that have led you to choose RAID disk arrays definitely lies with the re-
dundancy, that is, the data security you still preserve even in the event of disk failure, thus
resting assured against loss of data and time.
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Hot Fix drives are possible with all RAID 1, 4, 5 and 10 disk arrays.

In order to assist the following considerations, we define the term time without redundancy,
TWR. Set apart the time needed to set up the disk array (state build), the time without re-
dundancy should be kept as short as possible. Let us assume that one of the hard disks of
the RAID 5 disk array we set up with example 1 fails. The disk array is without redundancy.
TWR starts to run. Any superfluous prolongation of the TWR (because you have to get a re-
placement drive, or because you did not realize the failure immediately since you didn't
hear the ICP Controller's alarm signal, or because nobody checked the file server) increases
the risk of data loss which will occur if a second drive should fail. Therefore, new redun-
dancy should be created as soon as possible and in an entirely automated manner. Inte-
grating a Hot Fix drive as an immediately available and auto-replacing drive is the only way
to keep the TWR as short as possible. Only a Hot Fix drive can ensure optimal disk array
security and constant data availability. Of course a Hot Fix drive is not compulsory. If you
control the disk array at regular intervals and immediately replace a defective drive (by
shutting down the system or hot-plugging), you can do without a Hot Fix drive.

C.11 States of a RAIDYNE Disk Array

An Array Drive under the RAIDYNE operating system can assume seven different opera-
tional modes: Idle, Ready, Fail, Build, Rebuild, Expand and Error.

CI1.1 "Idle" State

This state is characterized by the fact that the redundant information of the disk array has
never been entirely created. The disk array is in this state after its first configuration and
until you quit GDTSETUP. If an error should occur while the array is in the build state, the
array returns to the idle state (exception: if during build mode the dedicated drive of RAID 4
fails, the mode changes to fail).

C.11.2 "Build" State

After the disk array has been configured for the first time, it assumes the build state as soon
as you quit GDTSETUP. While the array is in the build state, redundancy information is cal-
culated and stored to the hard disks of the array.

C.11.3 "Ready" State

The disk array is fully operational when in the ready state. All redundant information is pres-
ent, that is, a hard disk can fail without impairing the functionality of the disk array. This is
the normal state of a disk array. The state ready/expand indicates, that the RAID level and/or
capacity are currently migrated/expanded.

C.11.4 “Fail" State

The disk array changes to the fail state whenever a Logical Drive fails. Redundancy informa-
tion is still present, thus allowing the remaining hard disks to continue working. This state
should be eliminated as soon as possible by replacing the defective hard disk. If a so-called
Hot Fix drive has previously been assigned to a disk array with GDTSETUP, the controller
will automatically replace the defective drive and start the reconstruction of the data and
the redundant information. Therefore, under these circumstances the fail state is only tem-
porary and will be eliminated by the controller itself.
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C11.5 "Rebuild" State

The disk array will assume this state after the automatic activation of a Hot Fix drive or after
a manual replacement carried out with GDTSETUP. The data and the redundant information
are reconstructed and stored to the new drive.

C.11.6 "Expand" State

If the capacity or RAID level of an existing disk array is changed, the disk array changes its
state into expand. As soon as the expansion or migration is completed, the state changes
back to ready.

C.11.7 "Error" State

If a second hard disk should fail while the disk array is in the fail or rebuild state, it is not
possible to continue the working session without restrictions. The disk array is still avail-
able for 1/0s, but data loss and error messages on the host level are possible.

The following state diagram of the disk array summarizes the states described above and
the transitions from one state to another.

Some of these states may become the addendum patch (e.g. build/patch, ready/patch).

This word indicates that the original Array Drive went through a significant procedure. l.e.,
the parity information was recalculated anew.

Or, the Array Drive has been patched from the error state into the fail state. This may be-
come extremely helpful in a situation where two Logical Drives of an Array Drive, fail at the
same time, but only one of the two Logical Drives is really defective and the other was
blocked out, since it was connected with the same SCSI channel as the defective one. The
Array Drive's state is error and normally all data would be lost. RAIDYNE and GDTSETUP
include some functions, which allow the patch of this Array Drive from the error state into
the fail sate. Before the actual patch, the defective drive has to be physically removed from
the Array Drive. Such a patch-procedure is a real sheet-anchor and should only be used,
after a detailed consultation with a trained support person (a printout of the Save Information
file, is extremely helpful).
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